Mechanistic movement models to understand epidemic spread
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An overlooked aspect of disease ecology is considering how and why animals come into contact with one and other resulting in disease transmission. Mathematical models of disease spread frequently assume mass-action transmission, justified by stating that susceptible and infectious hosts mix readily, and foregoing any detailed description of host movement. Numerous recent studies have recorded, analysed and modelled animal movement. These movement models describe how animals move with respect to resources, conspecifics and previous movement directions and have been used to understand the conditions for the occurrence and the spread of infectious diseases when hosts perform a type of movement. Here, we summarize the effect of the different types of movement on the threshold conditions for disease spread. We identify gaps in the literature and suggest several promising directions for future research.

The mechanistic inclusion of movement in epidemic models may be beneficial for the following two reasons. Firstly, the estimation of the transmission coefficient in an epidemic model is possible because animal movement data can be used to estimate the rate of contacts between conspecifics. Secondly, unsuccessful transmission events, where a susceptible host contacts an infectious host but does not become infected can be quantified. Following an outbreak, this enables disease ecologists to identify ‘near misses’ and to explore possible alternative epidemic outcomes given shifts in ecological or immunological parameters.

1. Introduction

Animal movement is essential for many ecological processes such as foraging, escaping from predators and finding a mate or new habitats. Movement determines the spatio-temporal distribution of populations, plays a major role in encounters between individuals [1–6] and in turn affects the magnitude of ecological processes and the dynamics of interacting populations [7,8]. In disease ecology, the transmission of many infectious diseases requires ‘contact’ between a susceptible and an infectious host. This contact process is traditionally modelled in a phenomenological fashion with few details on how and why individuals come into contact with one another [9–13]. These traditional approaches assume homogeneous mixing of susceptible and infectious hosts and the spatial proximity between individuals is not explicitly acknowledged in disease transmission process. Although these traditional models have significantly contributed to understanding the conditions for epidemic occurrence [14], their spatial extension is necessary for capturing both the spatial and the temporal dynamics of infectious diseases [15,16].

During the past five decades, recording individual animal movement has been facilitated by Global Positioning Systems (GPS) and telemetry technology [17,18]. The a posteriori description obtained from successive positions data provides information about animal movement patterns, but contains limited information on why animals move as they do [8]. During the same period, many mathematical models have been developed with details on how individual animals move towards resources (for example, food, habitat and mates). In these models, individual...
movement follows specific rules describing movement direction, turning frequency and velocity, reflecting the resource distribution and how informed the mover is about resource locations [19–21]. This detailed individual-based behaviour can be translated into a partial differential equation (PDE), describing the spatio-temporal distribution of the population ([22], see table 1 for the definition of the abbreviations and symbols used in this paper). Some models conserve the individual description (Lagrangian approach), whereas others focus on population-level consequences of these movement rules (Eulerian approach). These two approaches have been reviewed in detail in Smouse et al. [36].

Different types of animal movement are uncorrelated, correlated, biased random walks (URW, CRW, BRW) and Levy walks (LWs). These models have been applied to ecological problems such as predator–prey dynamics [37–39] and biological invasions [40,41] and have long attracted the interest of disease ecologists. The growing interest for these models in disease ecology is due to the following reasons. Firstly, in contrast with traditional epidemic models [9–12], the spatio-temporal distribution of the host population and the pattern of contacts between individuals emerges from individual movement rules rather than being simply homogeneous. For this reason, epidemic models with explicit individual movement are termed mechanistic, in contrast with traditional epidemic models, which are phenomenological. Secondly, epidemic thresholds, in particular the basic reproduction number ($R_0$), which is the expected number of secondary cases generated by a primary case in a completely susceptible population [12], depend on the density of the host population and the transmission rate including the host–host contact rate. Therefore, spatio-temporal distributions and contact patterns resulting from different types of animal movement might affect the spread of infectious diseases. In this paper, we review theoretical studies that account for mechanistic animal movement in disease ecology. Our objective is to summarize the effect of different types of animal movement on threshold conditions for disease spread.

2. The mass-action law

In disease ecology, any parasite transmission opportunity is considered a contact. Examples of contacts are a sexual contact between two partners for sexually transmitted diseases, a vector biting a host for vector-borne diseases and touching, and exposure to aerosols emitted by another individual for directly transmitted diseases. The relationship between animal movement rules (how and why animals move) and the contact process is poorly understood (but see [42]). The formulation of the contact process for traditional models and directly transmitted diseases is generally based on two main assumptions. First, at every point in time, it is assumed that each individual has the same chance of making a contact with any other individual in the population. This is the so-called ‘homogeneous mixing’ assumption, which is a simplification aiming to keep the analysis of the mathematical equations tractable. Second, at any point in time, a fraction of these contacts are assumed to lead to the transmission of the disease. This is the so-called mass-action law, which means that the total number of infectious contacts per unit of time increases with the densities of susceptible and infectious individuals [43,44]. In the next sections we ask, when a type of movement is explicitly considered in the epidemic model, does the mass-action law hold?

3. Epidemics when host movement is random

The ‘uncorrelated random walk’ (URW) is considered as the starting point for animal movement models in ecology. It describes the non-persistent movement of an animal in a homogeneous environment (for example, a homogeneous food distribution). When performing the URW, an individual executes independent successive steps at a constant speed and turns in each direction with the same probability because it has no a priori information about the location of food. A sample movement path for an animal performing a URW is shown in figure 1a. Over large spatial scales, a population of non-interacting individuals exhibiting such movement rules diffuses with time [45,46]. Using mark–recapture data from field studies, it has been shown that the foraging movement in some insect species reflects the URW when the food is homogeneously distributed [47–49]. Accounting for the URW of host individuals in a Kermack–McKendrick epidemic model gives a system of PDEs of the following form:

$$\frac{\partial S}{\partial t} = D_S \frac{\partial^2 S}{\partial x^2} - \beta SI, \quad x \in \mathbb{R} \text{ and } t \in \mathbb{R}^+,$$

$$\frac{\partial I}{\partial t} = D_I \frac{\partial^2 I}{\partial x^2} + \beta SI - \mu I,$$

where $l(x, t)$ and $S(x, t)$ are the densities of infectious and susceptible individuals, respectively, at location $x$ at time $t$. The diffusion terms ($D_S \frac{\partial^2 S}{\partial x^2}$ and $D_I \frac{\partial^2 I}{\partial x^2}$) represent the URW of susceptible and infectious individuals and the remaining terms (called the reaction terms) are infection and disease-induced host mortality at each location. The parameters $D_I$ and $D_S$ represent the diffusion coefficients of infectious and susceptible individuals and $\beta$ and $\mu$ represent the transmission coefficient and disease-induced host mortality rate (respectively). The diffusion coefficient is a measure of how far a moving individual travels on average from its initial location during a fixed period of time (for details on how the diffusion coefficients can be estimated, see [50]). Assuming that the initial density of susceptible individuals is the same everywhere, $S(x, 0) = S_0$, and the disease is locally introduced, $l(x, 0) = I_0(x)$, Hosono & Ilyas [23] showed that if $S_0 < \mu / \beta$, then the disease dies out. By contrast, if $S_0 > \mu / \beta$, then the disease spreads outward from the point of introduction as a travelling wave with a speed of propagation, $c$, satisfying $c = c_0 = 2 \sqrt{\beta S_0 D_I (1 - \mu / \beta S_0)}$. First, it can be noticed that the epidemic threshold, given by the system (3.1), is independent of the movement parameters and is exactly the basic reproduction number given by traditional epidemic models [9,14]. This result suggests that the occurrence of an epidemic might be independent of the URW of host individuals. Second, the pattern of spatial spread of the disease exhibited by the system (3.1) is not captured by traditional models, and it can be noticed that the critical speed for disease propagation, $c_0$, increases with $D_I$. This suggests that the spatial spread of a disease, when it occurs, might depend on the URWs of infectious individuals. Similar results have been found for the spatial spread of rabies in the red fox (Vulpes vulpes), where only infectious individuals are assumed to be moving [24,25,50]. In recent studies, the system (3.1) has been modified by considering an incubation period [26,28] and non-local [27], nonlinear [26,28] and frequency-dependent infections [51]. The inclusion of the above factors did not change the main conclusion, which is that the threshold condition for the occurrence of an epidemic is independent of the URW of host individuals.
Given that traditional epidemic models assume the mass-action law and that the basic reproduction number is the same for models assuming a URW, at least from the perspective of the basic reproduction number, a URW may be consistent with the mass-action assumption. We simulated a URW and compared the rate of new infections with the rate assumed by the
mass-action law. The simulation results suggested that the rate of new infections for a population performing a URW is consistent with the mass-action law model formulation (figure 2). The code used for the simulation is available as electronic supplementary material, S1 Code.

For all of the studies where the basic reproduction number was found to be independent of the diffusion coefficient, the epidemiological parameters (especially $b$, $m$ and $g$, where $g$ is the recovery rate) as well as the movement parameters ($D_I$ and $D_S$) were assumed to be spatially homogeneous. Wang & Zhao [29] proposed a reaction–diffusion model for a dengue fever epidemic with spatially dependent transmission rates (modelled using a periodic function) and non-local and delayed transmission (i.e. infections at a given location at a given time result from contacts at different locations at an earlier time). The results of this study showed that the occurrence of a dengue fever epidemic is independent of the URW of the host (human) and the vector (mosquito) only when the transmission rates are spatially homogeneous. In the case where the transmission rates are spatially heterogeneous, the derivation of an analytical expression for $R_0$ is more complex, but using numerical methods Wang & Zhao [29] showed that $R_0$ decreases with increasing values of the diffusion coefficients for host and vector. This result suggests that the less distance the vector and the host travel on average (when exhibiting URWs) the higher the risk of occurrence of a dengue fever epidemic. Moreover, several other studies investigated the epidemiological dynamics of susceptible–infected–susceptible (SIS) reaction–diffusion models with spatially heterogeneous transmission and recovery rates [30–32]. In these studies, a location, $x$, is defined as high-risk when $b(x) > g(x)$, otherwise it is a low-risk location. Similarly, if the sum over the spatial domain of local transmission rates is less than or equal to the sum of local recovery rates, then it is a low-risk domain, otherwise it is a high-risk domain [30,32]. For a special case ($D_S = 0$), Allen et al. [30] derive an analytical expression for $R_0$ for two adjacent habitats and showed that the occurrence of an epidemic depends on the epidemiological characteristics of the domain and the diffusion coefficient of infectious individuals, $D_I$. In effect, in a high-risk domain, an epidemic occurs ($R_0 > 1$) no matter the value of $D_I$. By contrast, in a low-risk domain, an epidemic occurs only if $D_I$ is lower than a threshold diffusivity denoted $D^*$. This result suggests a relationship between the occurrence of the epidemic and the diffusive movement of host individuals. In addition, Peng [31] and Peng & Liu [32] investigated the cases where susceptible individuals move more or less rapidly ($D_S$ tends to 0 or $\infty$). These studies found that the extinction or the persistence of the epidemic depends on the epidemiological characteristics of the domain and the diffusion coefficients. However, epidemiological parameters (transmission and recovery rates) may vary not only spatially but also temporally due to seasonality. In order to fill this gap, Peng & Zhao [52] incorporated spatially

**Figure 1.** Examples illustrating simulated URWs (a), BRWs (b) and LWs (c) of a single individual in two spatial dimensions. For the URWs, the individual chooses its movement direction and angle from a uniform distribution and moves a constant step at each time ($p_r = p_l$ and $1 - p_r - p_l$ is the probability of waiting). For the BRWs, we set the probability distribution of the movement directions such that the individual is more likely to move left ($p_l > p_r$ and $1 - p_r - p_l$ is the probability of waiting). For the LWs, the individual chooses its movement direction and the angle from a uniform distribution but the step length is chosen from a heavy-tailed distribution (Pareto distribution with infinite variance). For each simulated type of movement, the mean step length is equal.
The estimated values of one unknown parameter, which is $D_1$, $3.9 \times 10^{-5}$ for URW (red), $4.1 \times 10^{-5}$ for BRW (blue) and $7.1 \times 10^{-5}$ (LWs) (green curve). The circles represent the simulated epidemic data and the curves represent the fit of the mass action law to the simulation data. For the simulations, we use an SI model with no recovery and no disease-induced mortality. We assumed that an infectious contact occurs when the distance between a susceptible and an infectious individual is less than the interaction radius, $r = 1$, and the probability of disease transmission given a contact is 1. Thus, the total number of infections per unit of time is exactly the total number of infectious contacts per unit of time. We initially set the number of infectious individuals to 0.1% of the total host population, which is $S + I = N = 1000$, and results are averaged over 30 runs for each simulated model. Under the mass-action law, the number of infections per unit of time is given by $\beta I (N - I)$, which is a quadratic function with one unknown parameter, $\beta$. To estimate $\beta$, we used the nonlinear least-squares method. The estimated values of $\beta$ (with 95% confidence intervals in the parentheses) are $3.9 \times 10^{-5}$ ($3.977 \times 10^{-5}$ for URW), $4.1 \times 10^{-5}$ ($4.180 \times 10^{-5}$ for BRW) and $7.1 \times 10^{-5}$ ($7.096 \times 10^{-5}$, $7.104 \times 10^{-5}$ for LW) for all model fits $R^2 = 0.999$.

Figure 2. The number of infectious contacts per unit of time as a function of the number of infectious individuals when hosts perform URWs (red), BRWs (blue) and LWs (green curve). The circles represent the simulated epidemic data and the curves represent the fit of the mass action law to the simulation data. For the simulations, we use an SI model with no recovery and no disease-induced mortality. We assumed that an infectious contact occurs when the distance between a susceptible and an infectious individual is less than the interaction radius, $r = 1$, and the probability of disease transmission given a contact is 1. Thus, the total number of infections per unit of time is exactly the total number of infectious contacts per unit of time. We initially set the number of infectious individuals to 0.1% of the total host population, which is $S + I = N = 1000$, and results are averaged over 30 runs for each simulated model. Under the mass-action law, the number of infections per unit of time is given by $\beta I (N - I)$, which is a quadratic function with one unknown parameter, $\beta$. To estimate $\beta$, we used the nonlinear least-squares method. The estimated values of $\beta$ (with 95% confidence intervals in the parentheses) are $3.9 \times 10^{-5}$ ($3.977 \times 10^{-5}$ for URW), $4.1 \times 10^{-5}$ ($4.180 \times 10^{-5}$ for BRW) and $7.1 \times 10^{-5}$ ($7.096 \times 10^{-5}$, $7.104 \times 10^{-5}$ for LW) for all model fits $R^2 = 0.999$.

heterogeneous and temporally periodic epidemiological parameters to the reaction–diffusion epidemic model proposed by Allen et al. [30]. Their results reveal that if the domain is high risk or there is at least a high-risk location in the domain and if the diffusion coefficient of infectious individuals ($D_I$) tends to zero, then an epidemic occurs. By contrast, if $D_I$ is very high and if the domain is low risk, then the disease dies out.

In summary, it appears that when epidemiological parameters (transmission and recovery rates) are the same everywhere, the diffusion coefficient of infectious individuals ($D_I$) affects the speed of disease propagation once it occurs but not the occurrence of the disease itself (table 1). By contrast, when epidemiological parameters are spatially heterogeneous, the URW of host individuals can affect the occurrence of an epidemic ($R_0$) via diffusion coefficients.

4. Epidemics when host movement direction is biased or temporally autocorrelated

The URW model assumes that successive steps moved by an individual are temporally independent. Including correlation between the direction of successive steps allows movement in a same direction relative to the previous one. This type of movement is termed the ‘correlated random walk’ (CRW) and illustrates that the mover is informed about the location of food, prey or mate [53,54]. Empirical support for CRWs have been found in the oviposition movement of butterflies [55], the foraging movement in bees [56] and relatively short time scale movement of caribou [57] and pea aphids [58]. Furthermore, for both URWs and CRWs, the movement direction is chosen from a uniform distribution. When the URW or the CRW is more likely in a given direction (the movement direction is chosen from a non-uniform distribution), the resulting movement is a ‘biased random walk’ (BRW) or a ‘biased correlated random walk’ (BCRW) [22]. Biased walks reflect a directed movement towards a specific point such as a foraging place or home and a sample movement path for an individual performing a BRW is shown in figure 1f. Moreover, other models such as CRWs with heterogeneous distribution of resources and interactions between conspecifics have been developed and are appropriately reviewed in Okubo & G"unbaum [54] and Codling et al. [22].

Including BRWs of hosts into a Kermack–McKendrick epidemic model gives a system of PDEs of the following form:

$$\frac{\partial S}{\partial t} = D_S \frac{\partial^2 S}{\partial x^2} - C_S \frac{\partial S}{\partial x} - \beta SI,$$

$$\frac{\partial I}{\partial t} = D_I \frac{\partial^2 I}{\partial x^2} - C_I \frac{\partial I}{\partial x} + \beta SI - \mu I,$$

where $C_S$, $C_I$ represent the advection rates of susceptible and infectious individuals, respectively, and describe the speed of directed movement towards the focal point. The system (4.2) involves two components of individual movement. The random movement of susceptible and infected individuals represented by the diffusion terms ($D_S \partial^2 S/\partial x^2$ and $D_I \partial^2 I/\partial x^2$) and the directed movement of susceptible and infected individuals towards the focal point represented by the advection terms ($C_S \partial S/\partial x$ and $C_I \partial I/\partial x$). The remaining terms (called the reaction terms) are infection and disease-induced host mortality at each location. The focal point can be a fixed foraging location where food is more available, a den for animals such as foxes and badgers, or a workplace for humans. Beardmore & Beardmore [33] investigated the system (4.1) on a bounded domain ($x \in [0, L]$) and showed that $S_0 > \mu / \beta$ is a sufficient condition for the occurrence of an epidemic when host movement is biased. This result suggests that the occurrence of an epidemic might not depend on how host individuals move towards a preferred location. In addition, we performed numerical simulations and show that the rate that new infections occur for a population of individuals undergoing a BRW is consistent with the mass-action law assumed by traditional epidemic models (figure 2). The code used for the simulation is available as electronic supplementary material, S2 Code.

In comparison with reaction–diffusion epidemic models, relatively few studies investigated the relationship between advection parameters and the pattern of spatial spread of infectious diseases [59,60], and we are not aware of any studies that have determined if advection parameters affect $R_0$ for spatially heterogeneous epidemiological parameters and environments. Finally, while analyses of movement data suggest CRWs as a possible model of animal movement, to date, no epidemiological models that consider host movement as a CRW have been investigated (for a mathematical formulation of the CRW model see [61]).
Table 2. Summary of different movement types, model formulations and the corresponding epidemic threshold, $R_0$. Model abbreviations and parameters are defined in table 1.

<table>
<thead>
<tr>
<th>model formulation</th>
<th>spatially heterogeneous $\beta$ and $\gamma$</th>
<th>movement type</th>
<th>$R_0$</th>
<th>references</th>
</tr>
</thead>
<tbody>
<tr>
<td>reaction–diffusion SI model</td>
<td>no</td>
<td>URWs</td>
<td>[\frac{\beta S_0}{\mu}, \text{does not depend on movement parameters}]</td>
<td>[23–25]</td>
</tr>
<tr>
<td>reaction–diffusion SIR model</td>
<td>no</td>
<td>URWs</td>
<td>[\frac{\beta S_0}{\mu + \gamma}, \text{does not depend on movement parameters}]</td>
<td>[26–28]</td>
</tr>
<tr>
<td>host–vector epidemic model</td>
<td>no/yes (numerically)</td>
<td>URWs</td>
<td>[\sqrt{\frac{e^{-\mu t} W_t \beta_0}{\mu t + \gamma} \frac{e^{-\mu t} S_t \beta_0}{\mu t + \gamma}}, \text{depends on movement parameters for spatially heterogeneous } \beta_w \text{ and } \beta_h]</td>
<td>[29]</td>
</tr>
<tr>
<td>reaction–diffusion SIS model</td>
<td>yes</td>
<td>URWs</td>
<td>[\frac{\beta S_0}{\mu + \gamma}, \frac{\beta_2 \gamma_1 + \beta_1 \gamma_2 + \beta_1 (\beta_1 + \beta_2)}{2(\gamma_1 \gamma_2 + \beta_1 (\gamma_1 + \gamma_2))} + \sqrt{\frac{(\beta_2 \gamma_1 - \beta_1 \gamma_2 + \beta_1 (\beta_2 - \beta_1))^2 + (2\beta_1 \gamma_1 \gamma_2)^2}{2(\gamma_1 \gamma_2 + \beta_1 (\gamma_1 + \gamma_2))^2}}]</td>
<td>[30–32]</td>
</tr>
<tr>
<td>advection–diffusion SI model</td>
<td>no</td>
<td>BRWs</td>
<td>[\frac{\beta S_0}{\mu}, \text{does not depend on movement parameters}]</td>
<td>[33]</td>
</tr>
<tr>
<td>IBM SIR model</td>
<td>no</td>
<td>URWs, LWs</td>
<td>[\frac{\lambda}{\mu \sigma c}, \sigma_c \text{ is affected by movement parameters}]</td>
<td>[34,35]</td>
</tr>
</tbody>
</table>
Our discussion in §§3 and 4 has focused on PDE models, however, host movement may also be formulated mechanistically as an integro-differential equation. Under this formulation, movement from a location $y$ to a location $x$ is assumed to follow a probability density function specified by a kernel. This movement kernel might be skewed in a particular direction representing movement similar to a BRW. The theoretical framework as well as the epidemiological dynamics of integro-differential epidemic models are appropriately reviewed in Medlock & Kot [62] and Ruan [63]. Similar to PDE-based epidemic models, there exists a critical velocity $c_{0}$ above which the disease spreads as a travelling wave from its introduction point. Medlock & Kot [62] showed that the expression for $c_{0}$ depends on the choice of the kernel and $c_{0}$ is a function of the movement coefficients of host individuals. However, Medlock & Kot [62] did not report any relationship between the disease outbreak itself ($R_{0} > 1$) and the movement of host individuals or the choice of the kernel.

5. Epidemics when host individuals are discrete

In contrast with PDE-based models, individual-based models (IBMs) focus on a Lagrangian description of animal movement. For IBMs, host individuals are represented as discrete entities (the size of the total host population is a whole number) and each host is associated with a specific location, whereas hosts are represented as densities in PDE-based models (figure 3). In the IBM formulation, at each time, the location of every individual is updated following a set of movement rules [64,65]. In addition, the infection process is described using a set of rules governing contacts between individuals and the transmission of the disease. An epidemiological status (for example, susceptible or infectious) is attributed to each individual at each point in time. During an increment of time, a susceptible individual can become infected when it interacts with an infectious individual at a spatial location. An interaction radius, $r_{i}$ is defined and determines the spatial proximity required for potential infections. Thus, for IBM models, the total number of infections at a time $t$ depends on the total number of nearby susceptible and infectious hosts, whereas for PDE-based models the total number of infections within a small vicinity of the space at a time $t$ is function of the densities of susceptible and infectious individuals on the interval (figure 3; for a detailed description of an IBM epidemic model see [34]).

(a) Uncorrelated random walks

Buscarino et al. [35] considered an IBM epidemic model in two spatial dimensions, where host individuals exhibit URWs and can perform long distance jumps to a random location with probability $p_{j}$. In the special case where $p_{j} = 1$ (host individuals perform only long distance jumps) the population mixes at random and the contact process is homogeneous. For this limiting case, an explicit expression for the epidemic threshold can be obtained and is given by $\lambda / \gamma > \sigma_{c}$, where $\sigma_{c} = 1 / \pi r^{2} S_{0}$ and thus, $S_{0} > \gamma / \lambda \pi r^{2}$ ($\lambda$ is the probability of becoming infected
given a contact, $S_0$ is the initial density of susceptible hosts and $\gamma$ is host recovery rate). This epidemic threshold is equivalent to the one obtained from traditional epidemic model where $\beta = \lambda \pi r^2$. Buscarino et al. [35] then investigated the relationship between the movement rules (URWs with different $p_j$) and $\sigma_w$ and found that for similar $S_0$, $\sigma_w$ decreases with $p_j$. This result suggests that an epidemic is less likely when individuals exhibit URWs ($p_j = 0$) compared with long distance jumps ($p_j = 1$). In effect, long distance jumps may enhance the mixing process, and consequently promote the occurrence of an epidemic. However, this effect is less pronounced as $S_0$ becomes large and the epidemic threshold no longer depends on $p_j$.

**b) Levy walks**

Animal movement patterns can be described as clusters of short step lengths connected by persistent-like movement, reflecting a shift between intense and less intense search modes. This movement behaviour is termed an LW and is considered to be an efficient foraging strategy when food is rare and randomly distributed [66]. A sample movement path for an individual performing an LW is shown in figure 1c. LWs have been reported in many species and ecological phenomena including the foraging movement of spider monkeys [67], the daily movement pattern of humans [68] and the hunting–gathering movement of humans [69]. For a complete review of LWs in movement ecology and its status as efficient foraging strategy see Reynolds [70] and Pyke & Giuggioli [71]. Buscarino et al. [72] modified the model proposed earlier in Buscarino et al. [35] (see §4a) by considering an LW of host individuals and compared the risk of disease outbreak for URWs and LWs. They showed that for similar $S_0$ a disease outbreak may be more likely in a population of ‘Levy walkers’ compared with a population of ‘uncorrected random walkers’. Few studies have investigated epidemics in populations where individuals perform an LW; however, the numerical simulations in figure 2 illustrate that the mass-action assumption is consistent with the contact rate arising from LW movement. The code used for the simulation is available as electronic supplementary material, S3 Code.

In summary, the above IBM-based epidemic models (§§5a and 5b) suggest that the type of movement performed by host individuals may affect the critical quantity $\sigma_w$ at least for relatively low population sizes [34,35,72]. However, using an IBM framework, the analysis is often restricted to a quantitative description of the epidemiological dynamics. In particular, deriving an analytical expression for the epidemic threshold, $R_0$, and a solution describing the spatial spread of the disease are mathematically challenging. The quantity $\sigma_w$ derived in these studies does not involve movement parameters and it appears difficult to conclude that the type of movement performed by host individuals affects the epidemic threshold.

The effect of host movement on the spread of infectious diseases has also been studied using contact network models. In these models, a type of host movement is implicitly acknowledged and the contact structure of the population is explicitly modelled using networks. The nodes of the network represent either host individuals or neighbourhoods, and the edges represent connections between individuals or neighbourhoods, which is possible through movement. This class of model is appropriately reviewed in Keeling & Eames [73] and Brauer [74] and will not be discussed in this paper.

### 6. Case study: rabies

Rabies is a viral infection that spreads mainly within wild carnivores including the red fox (V. vulpes), the arctic fox (V. lagopus), raccoons (Procyon lotor) and domestic carnivores such as dogs (Canis familiaris) and cats (Felis catus). The virus is present in the saliva of rabid hosts, is transmitted through direct contacts (especially bites), has a particularly long incubation period of between 12 and 150 days, and ultimately kills its host. Rabies causes a random-like movement when it affects the central nervous system of foxes [75–77]. During the 1980s, particular attention was payed to the inclusion of animal movement (especially random movement of rabid foxes) in the mathematical models of rabies spread [78]. Reaction–diffusion models have been mainly used to capture the spatial spread of rabies in the red fox in Western Europe as well as the arctic fox and raccoons in North America. In this section, we summarize some important results of these studies, their relationship with field data and some control measures implemented using these models.

Murray et al. [50] proposed a reaction–diffusion model for the rabies epizootic that occurred in central Europe during the 1940s. The model assumes that rabies is transmitted among fox populations with density-dependent growth. Susceptible foxes are considered territorial and are assumed to be homogeneously distributed. Rabid foxes move randomly, travel far away from their den and may infect susceptible individuals they encounter during their wanderings. Murray et al. [50] found that the occurrence of rabies epizootic depends on a critical carrying capacity of fox populations, $K_r$, analogous to the critical density $S_0$ for traditional models that use different demographic assumptions. This critical carrying capacity is independent of the diffusion coefficient, which is consistent with the finding that $R_0$ is independent of movement parameters reported in §3. If the carrying capacity of the fox population $K$ is greater than the critical carrying capacity $K_r$, then the disease spreads outwards from the endemic location to disease-free locations as a travelling wave at a critical speed of propagation $c_0 = \sqrt{D_0 K z}$ (where $z$ is the unique root of a cubic function). From the expression for $c_0$, it can be noticed that the speed at which rabies spreads increases with the diffusion coefficient of rabid foxes. Moreover, it has been shown that the front of the wave, representing the first passage of rabies epizootic at a location, is followed by an oscillatory tail suggesting periodic outbreaks after the first passage. The front of the wave is characterized by a severe epizootic with a high number of foxes dying from rabies, whereas each following outbreak is less severe than the previous one. A similar model assuming exponential growth for fox populations exhibits the same qualitative behaviour, which has been shown to agree with field data [25]. Furthermore, Murray et al. [50] have estimated that $D_0$ is between 50 km$^2$ yr$^{-1}$ and 330 km$^2$ yr$^{-1}$ using different data sources and methods. Varying $D_0$ in this interval and keeping all the other parameters constant, the speed of the epidemic increases by a factor of 2.6. In addition, Murray et al. [50] showed that for $D_1 = 200$ km$^2$ yr$^{-1}$ and fixing the fox population carrying capacity at 2 km$^{-2}$, rabies spreads at a velocity $c = 51$ km yr$^{-1}$.

The above reaction–diffusion framework has been used for the implementation and the evaluation of rabies control measures. Murray et al. [50] suggested that the spatial propagation of rabies can be ‘broken’ by reducing the density of susceptible foxes below the persistence threshold $K_r$. Before
the wave reaches a disease-free area. The width of the break region, which depends on the initial fox density and the lifespan of rabid foxes, must be properly estimated in order to stop rabies from crossing the break region. However, the results of Källén et al. [25] and Murray et al. [50] do not account for environmental heterogeneity (resources and landscape) and spatially heterogeneous epidemiological parameters. In particular, landscape heterogeneity can play a major role in the spatial spread of rabies [78]. For example, an immigration-based model for the spatial spread of rabies in raccoons across heterogeneous landscapes has revealed that large rivers can reduce the speed of propagation of rabies by sevenfold [79]. In addition, the theoretical studies described in §3 suggest that conclusions based on threshold quantities for a disease outbreak may be sensitive to assumptions of environmental homogeneity.

7. Concluding remarks and perspectives

Overall, including the URWs of host individuals in disease models reveals that the diffusion coefficients (\(D_8\) and \(D_R\)) affect the threshold condition for epidemic occurrence, \(R_0\), only when epidemiological parameters (the transmission and the recovery rates) are spatially heterogeneous (table 1). An effect of host movement on \(R_0\) was expected because how host individuals move affects the distribution of susceptible and infected individuals and the contact process which is represented by \(\beta SI\) in a mass-action model formulation. It is surprising, however, that spatially heterogeneous transmission and/or recovery rates are required for the epidemic occurrence of \(R_0\) to be affected by diffusion coefficients. Frequently, when the law of mass action is assumed, it is stated that this assumption implies homogeneous mixing; however, the types of movement that are consistent with a mass-action model formulation may be much more general. We reviewed epidemiological studies that considered animals moving following URWs, BRWs and LWs and found limited evidence that the threshold for a disease outbreak was affected by the type of host movement (table 1). In addition, numerical simulations suggested that each of these three movement types (URWs, BRWs and LWs) produces an infection rate consistent with the infection rate assumed by the law of mass action (figure 2). Despite the failure of animal movement models to affect the threshold condition for a disease outbreak there are several reasons why considering animal movement in epidemic models is useful. We suggest the following promising directions for future research:

1. The formulation of a mechanistic sub-model for the contact process in order to understand how different types of animal movement affect the mixing process for disease transmission.
2. The development of PDE-based epidemic models with underlying individual movement such as CRWs, BCRWs and LWs in order to investigate the effect of more realistic movement rules on disease spread. CRW, BCRWs and LW models are prevalent in the animal movement literature, but few epidemic models consider these types of movement.
3. The development of epidemic models that consider spatially dependent diffusion coefficients in order to investigate the spread of infectious diseases in non-homogeneous environments and landscapes.
4. Finally, the coupling of telemetry-derived and epidemiological data to parametrize and validate epidemiological models, and the development of robust statistical tools to achieve this goal. In particular, if the contact rate could be estimated from GPS data then it is more likely that the probability of an infection given a contact could be estimated from epidemic data. This is valuable because it would help to estimate the prevalence of ‘near misses’ occurring during an outbreak. Near misses are contacts that did not result in infection, and it may be useful to explore alternative epidemic scenarios based on instances where near misses are instead realized.
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