Introduction

A fundamental question in biology is how the extraordinary range of living organisms arose. In this theme issue, we celebrate how evolutionary studies on the origins of morphological diversity have changed over the past 350 years since the first publication of the *Philosophical Transactions of The Royal Society*. Current understanding of this topic is enriched by many disciplines, including anatomy, palaeontology, developmental biology, genetics and genomics. Development is central because it is the means by which genetic information of an organism is translated into morphology. The discovery of the genetic basis of development has revealed how changes in form can be inherited, leading to the emergence of the field known as evolutionary developmental biology (evo-devo). Recent approaches include imaging, quantitative morphometrics and, in particular, genomics, which brings a new dimension. Articles in this issue illustrate the contemporary evo-devo field by considering general principles emerging from genomics and how this and other approaches are applied to specific questions about the evolution of major transitions and innovations in morphology, diversification and modification of structures, intraspecific morphological variation and developmental plasticity. Current approaches enable a much broader range of organisms to be studied, thus building a better appreciation of the origins of morphological diversity.

This article is part of the themed issue ‘Evo-devo in the genomics era, and the origins of morphological diversity’.

1. Introduction to the issue and a (very) short history of evo-devo

How the extraordinary range of different organisms of all shapes and sizes evolved is such a big question because it brings together many different fields of biology, including evolutionary biology, palaeontology, comparative anatomy and embryology, genetics and genomics. In this issue, we concentrate on morphology although other evolutionary changes in, for example, physiology and behaviour are also critical in ensuring that organisms are adapted to their environment [1].

Our understanding of the origin of morphological diversity has changed immeasurably over the past 350 years since the first publication of the *Philosophical Transactions of The Royal Society* in 1665 (see reference [2] for details of the history of the publication). Key concepts such as the theory of evolution and the laws of inheritance on which twenty-first century biology is founded had yet to come, let alone the discovery of the structure of deoxyribonucleic acid (DNA) and the sequencing of the human genome! (table 1). Development is central to understanding the origins of morphological diversity because it is the means by which the genetic information of an organism is translated into morphology. The first studies of embryos can be traced back to ancient Greek philosophers, and in the 1600s there were two competing schools of thought about how embryos developed. The preformation theory proposed that the egg contained a preformed organism, while the competing theory favoured...
the view, originating from Aristotle, that the parts of the body arose gradually during development, in a process known as epigenesis [3,4]. Supporters of this later theory included William Harvey, better known as the discoverer of circulation, who published a description of the development of chick embryos in 1651. Around the same time, a description of the structure of the bean seed was published by Nemeiah Grew. During this century, microscopes were invented allowing the observation of cells, eventually leading to the formulation of the cell theory that proposed that all organisms were composed of one or more cells and thus contributing to arguments against the preformation theory.

By the middle of the nineteenth century, the epigenetic theory of development had been accepted and in 1859 Darwin put forward his theory of evolution by natural selection and the concept of ‘descent with modification’ (table 1).

The comparative zoologist Richard Owen defined homology and analogy, distinguishing between ‘Homologue. The same organ in different animals under every variety of form and function’ and ‘Analogue. A part or organ in one animal which has the same function as another part or organ in a different animal’ [5]. Darwin regarded embryology as being a key piece of evidence for evolution revealing homology owing to common ancestry. Karl Ernst Von Baer’s studies on comparative embryology showed that embryos look much more similar than adult animals and become progressively more complex as development proceeds. These findings were used by Ernst Haeckel in the late 1800s to support the concept of recapitulation, which postulated that the stages of embryonic development represent the adult forms of ancestral or earlier-branching extant species. Haeckel encapsulated his ideas in the law that ‘ontogeny recapitulates phylogeny’ (the
development of an individual organism recapitulates the evolution of a species or group [4]), also putting forward the gastrula theory, which suggested that a two-layered gastrula was the ancestor of all multicellular animals. It soon became clear, however, that many observations did not obey his law and that embryos evolve.

In the early part of the twentieth century, the new field of genetics was emerging and this revolutionized the understanding of evolution, with genes being recognized as the basis for heritability. In 1909, Wilhelm Johannsen introduced the concepts of genotype—the inherited genetic constitution of an organism—and phenotype—the outward visible form of the organism and its anatomy and physiology. Although DNA had been first discovered in 1869 by Friedrich Miescher, no direct association was then made between heredity and this molecule. Following on the experiments of Griffith [6] where mice died after being injected with live but non-virulent bacteria along with heat-killed virulent bacteria, suggesting the presence of a transforming principle being picked up by the non-virulent bacteria, Avery et al. [7] showed that the transforming principle was absent when DNA was destroyed in the heat-killed bacteria but remained intact when proteins or RNA were degraded. Hershey & Chase [8] later confirmed DNA as the heritable molecule and the ensuing race to solving the structure of DNA culminated in Crick & Watson’s [9] proposal of a complementary double helix structure, with nucleic acids adenine always paired with thymine and guanine paired with cytosine. Watson and Crick’s paper, together with subsequent work by Crick, Brenner and others and also by Nirenberg and Matthaei (table 1), revealed how DNA is replicated and how genes encode proteins, which are the molecules that govern the behaviour of cells.

During the same period in the first half of the twentieth century, development played little part in evolutionary biology thinking [10]. Descriptive embryology had given way to experimental embryology. In the 1930s, Hans Spemann and Hilde Mangold carried out transplantation experiments on early amphibian embryos and discovered induction, thus showing very dramatically the importance of cell–cell interactions in embryonic development. However, efforts at that time to isolate the inducing factors were unsuccessful. Nevertheless, despite this focus on experimental embryology carried out on a few model organisms, several influential concepts were introduced that aimed to provide general developmental principles.

In the 1940s, Conrad Waddington proposed the concepts of canalization, a process that buffers developmental pathways against minor perturbations, and genetic assimilation, a process in which a phenotype elicited in response to the environment is selected for so that it is eventually taken over by the genotype (reviewed in [11,12]). Soon after, the mathematician Turing [13] suggested that a reaction–diffusion-type mechanism involving the interaction of chemical substances that he called morphogens might generate spatial patterns such as stripes and spots during morphogenesis. Some years later, Wolpert [14] used the idea of morphogens in his concept of positional information. According to this concept, pattern formation is a two-step process: first, cells are informed of their position within the developing organism thus acquiring a positional identity and then second, cells interpret this information in an appropriate fashion according to their position. Wolpert suggested that positional information could be specified by gradients of morphogens and famously used the pattern of different coloured stripes that make up the French Flag to illustrate the universality of his model, which as a consequence is often referred to as The French flag model. One of the predictions of positional information is that the mechanisms that inform cells of their position in embryos are widely conserved because it is the interpretation—which depends not only on position, but also on the genetic constitution of the organism—that gives rise to the differences in morphology. Positional information and reaction–diffusion are still the main models used to account for how morphology is generated during development (for discussion about these might interact, see reference [15] and for a recent hypothesis, see reference [16]).

The discovery of the genetic basis of development in the late 1970s through the work on Drosophila mutants by Edward Lewis and by Christiane Nüsslein-Volhard and Eric Wieschaus [17,18] brought evolution and developmental biology back together again and this marked the emergence of the contemporary field of evo-devo [11,19]. The two main classes of developmentally important genes were found to be genes that encode secreted proteins that act as morphogens and/or are signalling molecules involved in cell–cell interactions and genes that encode proteins that act as transcription factors to control the expression of other genes. Surprisingly, it emerged that these developmental genes are evolutionarily ancient and highly conserved. Thus, for example, many of the genes encoding the main vertebrate signalling molecules were first discovered in Drosophila [18] but were subsequently found widely throughout the metazoan animal kingdom (as discussed by Babonis & Martindale [20]). Gene regulatory networks—complex networks of interactions between transcription factors and gene regulatory regions—for example, the gene regulatory network involved in early specification in sea urchin embryos [21]—and other regulatory networks involving signalling molecules and their signal transduction pathways were also found to be highly conserved. These comparative studies led to new concepts. The unexpected finding that Hox genes (genes that encode transcription factors with a particular DNA binding domain), for example, are conserved in different animals and that their expression in embryos appears to define relative position within the body plan led to the concept of the zootype [22], whereas the discovery that regulatory networks are highly conserved in the development of various structures in distantly related organisms led to the concept of deep homology [23,24], discussed in this issue by Tschopp & Tabin [25]. This conservation also suggested that evolutionary novelties arise by modification of pre-existing regulatory networks. It was also possible to begin to look at the phylogeny of developmental genes, bringing an entirely new perspective and providing a starting point for understanding the evolution of morphological differences (discussed in this issue by Holland et al. [26]) and major transitions such as multicellularity (discussed in this issue by Babonis & Martindale [20]).

The field of evo-devo has been dramatically transformed by whole genome sequencing. In 1996, the baker’s yeast, Saccharomyces cerevisiae was the first eukaryotic species to have its genome sequenced [27]. The sequencing of the genomes of the fruit fly Drosophila melanogaster [28], the nematode Caenorhabditis elegans [29], the model plant Arabidopsis thaliana [30] and the mouse, Mus musculus [31], together with the release of the human genome sequence [32,33], expanded the understanding of many genes that constitute genetic pathways [34,35] and the intricate arrangement of cis-regulatory
regions [36] that regulate development in multicellular organisms and phenotypic variations [37,38].

Lower costs and improvements in whole genome sequencing and the development of genome-wide transcriptome profiling techniques have allowed the sequencing of hundreds of genomes and gene expression profiles of an ever growing number of species and even multiple individuals within a species [39,40]. This has provided clues about the genomic changes that have had an impact on the evolution developmental programmes resulting in the vast phenotypic diversity observed between species. Many types of genomic changes have been found to be associated with phenotypic innovations; mutations involving the substitution of single nucleotides, chromosomal rearrangements as well as duplications and deletions of chromosomal segments and, although less frequent, whole genome duplications. All of these changes have contributed to the evolution of novel phenotypes by modifying proteins encoded by a gene or even resulting in novel genes altogether. Mutations that occur in cis-regulatory elements, which are segments along the DNA sequence that help regulate transcription of genes leading to changes in gene expression patterns, are increasingly recognized as a major source of phenotypic innovation [41]. The two most common cis elements are promoters, short sequences upstream of genes that include the transcription start site and the TATA-box, and enhancers, which can be located further away from the gene or downstream of it, including within introns. In addition, over the past 15 years, a myriad of non-coding, but functional RNAs have been discovered, including microRNAs and long non-coding RNAs that can regulate transcription [42] but more commonly translation [43] of protein coding genes. Mutations affecting non-coding genes can thus lead to changes in the repertoire of proteins that determines cell behaviour in developmental programmes, resulting in phenotypic evolution. Long non-coding RNAs have been associated with development and evolution but they are less well studied than shorter microRNAs and small RNAs [44].

2. The contemporary evo-devo landscape

Figure 1 illustrates the contemporary landscape of evo-devo research that the eclectic collection of articles in this issue populates. This landscape consists of three layers, with adult morphology (depicted by the upper layer) being dictated by the genome (lower layer) and translated by development (middle layer). As in the past, phylogeny is inferred from comparative studies of living organisms but these comparisons can now be made at all three levels: comparative anatomy, comparative development and comparative genomics. The article by Arkhat Abzhanov and co-workers in this issue [45] on shape of the cranium in various species of birds illustrates a modern approach to comparative anatomy, while the article by Tucker [46] on the evolution of the mammalian middle ear illustrates how comparative development is currently being studied.

Phylogeny can also be inferred by examining the fossil record, and figure 1 incorporates the perspective of evolutionary time over which present-day organisms, embryos and genomes have evolved. Palaeontology classically provided information about the morphology of the ancestors of present-day organisms, and new fossils are still being discovered. Recent technological advances have made it possible also to obtain ancient genome and protein sequences from fossils as described by Orlando and co-workers in his article in this issue on human evolution ([47], see also table 1).

Figure 1 also indicates interactions with environmental factors whereby organisms with genotypes that produce better-adapted phenotypes are selected and maintained during evolution. Developmental stages will also be under selective pressure, but it is difficult to envisage how complex morphogenetic events such as gastrulation evolved and how intermediate forms could have been of selective advantage. Wolpert has argued that ‘reliability is the key demand on development’ [48].

It has been recognized for over 100 years that environmental factors can influence embryonic development (reviewed in [11]), so that markedly different phenotypes are produced by a single genotype. In this issue, Xu & Zhang [49] describe the striking developmental plasticity of brown planthoppers in which short-winged and long-winged hoppers develop depending on environmental factors, including temperature and population density. The basis of the alternative wing morphologies in these hoppers has been traced to the activity of two insulin receptors with opposite effects on wing bud growth. The same signalling pathway is also
involved in the remarkable developmental plasticity seen in social insects such as bees [50]. In the case of the planthoppers, the evolutionary advantage of being able to produce long-winged insects that can disperse long distances when conditions become crowded seems clear but how this plasticity evolved is an intriguing question.

3. The organization of this theme issue

The issue begins with articles about various aspects of genomics, with Holland et al. [26] discussing gene duplication and Urrutia and co-workers [51] alternative splicing and their contributions to phenotypic innovation while Orlando and co-workers [47] outline the latest methodologies that allow analysis of fossil genomes. Tschopp & Tabin [25] consider the impact of genomics on the concept of deep homology. The other major sections illustrate how genomics and other approaches are being applied to gain insights into the evolutionary origins of morphological diversity. Major morphological transitions and innovations are considered first with articles on the origins of animal multicellularity from a classical perspective by Cavalier-Smith [52] and illustrating the impact of genomics by Babonis & Martindale [20] and an article on the evolution of land plants by Harrison [53]: the major transition that created the unique mammalian middle ear is discussed by Tucker [46]. The next section focuses on diversification and modifications of morphology as exemplified by tetrapod limbs by Saxena et al. [54], flowers by Pam Soltis and co-workers [55], cranial shape in birds by Abzhanov and co-workers [45] and wing coloration patterns in butterflies by Jiggins et al. [56]. The last section considers the relatively recent evolution of genetically determined morphological variation within a single species owing to either natural selection, using as examples, cavefish (article by Krishnan & Rohner [57]) and stickleback (article by Piechel & Marques [58]) or artificial selection, using dogs as an example (article by Elaine Ostrander and co-workers [59]) and ends with the article on developmental plasticity by Xu & Zhang [49].

The range of different organisms covered by these articles illustrates how genomics has extended the reach of evo-devo. In some cases, embryos of well-established model organisms such as mice and chickens can be used as proxies for testing and/or confirming hypotheses about the genetic basis for certain morphologies (see articles [46, 59]) but also, as described in other articles in this issue, new model organisms such as liverworts [53] and butterflies [56] are being developed. An important advance has been the establishment of model systems that can be thought of as exemplifying ‘evolution in action’. The two examples discussed in this issue are the natural populations of cavefish [57] and stickleback [58] with diverse morphologies that live in different environments.

4. Recurring themes

(a) Genomic changes underlying origins of morphological diversity

The key question that crops up in many of the articles concerns the genomic changes that underlie the origins of morphological diversity. One change could involve mutations in the coding regions of genes leading to proteins with modified functions and hence to phenotypic changes. In dogs, as Elaine Ostrander and co-workers discuss [59], the huge range in the texture of the coats of different breeds is associated with different alleles of just a few genes and they report the discovery of a gene mutation that would be predicted to lead to loss of function of the encoded protein, in a new breed of hairless dog. Interestingly, the genes in dogs associated with differences in their coats and hairlessness had already been implicated in the development of hair/fur by studies in mice. Different alleles associated with other breed characteristics of dogs such as size and leg length have also been identified and a huge amount of information relating phenotype to genotype in dogs has been uncovered. It needs to be borne in mind, however, that in dogs, these phenotypes have been selected artificially rather than by natural selection and this may be why phenotypes arising from changes in coding regions are able to be selected.

Another class of genomic change that underlies morphological diversity is the creation of new genes by gene duplication. In this issue, Holland and co-workers argue that the importance of gene duplication as a mechanism for evolutionary change has been rather underplayed and give several examples from animal development where gene duplication followed by asymmetric divergence of the gene duplicates has created genes with new functions [26]. Duplication of individual genes or of the whole genome has occurred in both animal and plant evolution. Examples of gene duplication in the origins of land plants are described in this issue by Harrison [53]. In plants, such duplicated genes often take on antagonistic roles. It is interesting that the developmental plasticity in the brown planthoppers described in the article [49] is based on the opposite actions of the products of two closely related genes. The whole genome duplications that have occurred in the evolution of flowers are discussed by Soltis and co-workers [55]. As they point out, duplications of whole genomes allow complex intergenic interactions and therefore have the potential to produce greater morphological diversity than single-gene duplications. Another mechanism that creates new genes is by gene fusion and this is discussed in the article in this issue by Babonis & Martindale [20] in relation to the evolution of the genes that encode components of metazoan signalling pathways.

Recent comparative studies of transcriptome profiles identifying alternative splicing events suggest a potentially important role for this process in the evolution of phenotypic plasticity and phenotypic innovation, as reviewed by Bush et al. [51]. However, the adaptive relevance of transcript diversification mediated by alternative splicing remains unclear [60, 61].

Another class of genomic change that underlies the origin of morphological diversity involves changes in cis-regulatory regions, so that a gene is expressed in a new context. Such changes are of particular relevance to evolution because they will not affect the existing gene function [10]. Several articles in the issue provide examples where the evolution of morphological diversity has been found to involve cis-regulatory regions. The stunning coloured patterns of the wings of the different species of *Heliconius* butterflies provide outstanding examples in which a gene is expressed in a new context and takes on a completely new function [56]. Striking examples of changes in cis-regulatory regions underlying morphological diversity are also found in natural populations of stickleback [58]. What is particularly exciting about the stickleback system is that it has been possible to prove experimentally that the genetic changes affect the function of cis-regulatory regions of key developmental genes and that these changes are responsible...
for the phenotypic differences (for a detailed example, see [62]). However, even in stickleback, as Piechel and Marques point out [58], it remains to be seen whether all the different morphological features seen in different populations are based on such changes. Sequence differences in a cis-regulatory region have also been suggested to underlie morphological diversification in vertebrate limbs (discussed in the article by Cooper and co-workers [54]). The cis-regulatory region implicated in this case controls expression of a gene encoding a key component of a signalling pathway specifically in the limb bud, and the differences in gene expression found in mice and cows have been suggested to explain the different numbers of digits in the two animals (for details, also see [63]).

(b) Homology

Another recurring theme throughout this issue is that of homology. Traditionally, the identification of homologous structures depended on comparative anatomy and/or embryology. As already mentioned, these approaches are still relevant today and can be extended by modern techniques. The article by Tucker [46] describes, for example, how genetic fate mapping in mouse embryos can reveal the origins of different tissues in a complex organ that may be relevant to assessing homology. The article also illustrates how detailed and thorough examination of embryonic development in different organisms can provide crucial insights. The main emphasis in this issue, however, is on homology revealed by comparisons of the genes involved in development of organs in different organisms.

The article by Tsoppoch & Tabin [25] explains the concept of deep homology and provides a recently discovered example of deep homology in which similarities in gene expression involving both different organs and the same organs in different organisms have been assessed using high-throughput sequencing (for details, also see [64]). They also refer to another example of structures with deep homology—the insect wing and the vertebrate limb—which share the same network of developmental genes. What is so surprising about this example is that these morphologically disparate organs would have traditionally been considered to be analogous rather than to be homologous. Examples of deep homology are also discussed in the article on land plant evolution, with the same genes being involved in the formation of ‘leaves’ and ‘root-like’ organs in different plants which fulfill the same function [53].

The eye is a particularly striking example of deep homology, with the gene encoding the same transcription factor being the ‘master’ gene for eye development in mice and flies, even though the anatomy of these organs and their embryonic development is completely different. Remarkably, when the mouse gene is expressed in the antennal imaginal disc of a fly, fly eye structures develop [65]. It seems as though this ‘master gene’ provides the information to make an organ that carries out a particular function and that the interpretation of this information—à la positional information—produces the appropriate anatomy.

One of the big challenges for the concept of positional information in general is to identify the genetic basis for interpretation that gives rise to different morphologies. This will involve looking for differences rather than similarities. There are an increasing number of genome-wide analyses aiming to identify differences in gene expression in developing organs of different organisms, including, for example, comparisons between mouse, chimpanzee and human (reviewed in [66]). Interpretation of positional information may often involve fine-tuning morphogenesis and the spatial coordination of various cell activities such as movement, adhesiveness and proliferation to produce for example the specific shapes of the bird cranium [45] or the bones in vertebrate limb digits [54] or the scale structure in Heliconius butterflies [56]. At first sight, the dissection of how such complex processes are fine-tuned seems very daunting but recent work has shown that morphogenesis can proceed—apparently spontaneously—given the right conditions. This has been shown dramatically, for example, by the generation of optic cup-like structures in aggregates of mouse embryonic stem cells that have been differentiated into retinal epithelial cells [67].

5. Final remarks

The articles in this issue illustrate beautifully (in some cases, quite literally!) the magnificent range of morphologically diverse living organisms being studied in the current evo-devo research landscape (figure 1). It is no accident that many are those that fascinated and intrigued Darwin—such the finch species of the Galapagos islands and the different breeds of dog. There is also growing interest in human evolution as novel tools become available to study it. In this issue, a detailed analysis of the human genome is described that has led to the discovery of a set of homeobox genes restricted to the genomes of placental mammals [26], whereas the article on ancient human genome sequences describes how these have already given fascinating insights into our ancestors and the origins of modern human populations [47]. Such studies, together with comparative genomics, hold out the promise of identifying the genetic basis for human-specific morphology (reviewed in [66]).

For each organism, the aim is to uncover the genetic basis of morphology and how this is translated during development, while the aim of the comparative studies of the different organisms is to illuminate steps in phylogeny. The phylogenetic steps discussed in this issue range from those involved in major transitions such as the acquisition of animal multicellularity and the evolution of land plants to those involved in the origins of morphological diversity in present-day populations of stickleback and cavefish. A long-standing question is whether evolution is based on changes in a few genes that have a large effect or on a combination of changes in many genes that each has a small effect. Interestingly, Harrison points out that single-gene mutations can produce a major changes in plant morphology relevant to evolutionary innovations [53], whereas the analysis of morphological characteristics of stickleback by Piechel & Marques [58] demonstrates that, similarly, changes in the activity of a few large effect genes are responsible for diversification. In addition, Jiggins et al. [56] point out that only four major genetic loci control most of the variation in wing coloration patterns in Heliconius butterflies.

Comparative studies on living organisms can be complemented by the fossil record and the way in which knowledge both from studies on fossils and existing organisms is being synthesized to understand how particular morphologies might have evolved is illustrated in many of the articles in this issue [25,53–55] (see also [68], for detailed discussion of the goal of integrating palaeontology and developmental biology). There are also the exciting prospects of being able
to study not only fossil genomes [47], but also fossil embryos [69]. Finally, understanding the interactions with the environment which lead to adaptation and selection of organisms that are better suited to their environment brings in ecology. There is increasing interest in integrating ecology and developmental biology and in exploring the mechanisms involved in developmental plasticity with the emergence of a new field known as ecological evolutionary developmental biology [70]. The systems that represent ‘evolution in action’—cavefish and stickleback—are at the forefront here. For example, these systems have provided key information about the origins of the mutations that produce the novel phenotypes on which selection acts in nature, whether these are new mutations or whether they already existed at low frequency in the population. In stickleback, examples of both have been found [58], whereas in cavefish, there is evidence for a mechanism, as predicted by Waddington, that normally buffers genetic variation [57]. It is particularly satisfying that current evo-devo research is illuminating this and other classical concepts.
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