Architecture of spatial circuits in the hippocampal region
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The hippocampal region contains several principal neuron types, some of which show distinct spatial firing patterns. The region is also known for its diversity in neural circuits and many have attempted to causally relate network architecture within and between these unique circuits to functional outcome. Still, much is unknown about the mechanisms or network properties by which the functionally specific spatial firing profiles of neurons are generated, let alone how they are integrated into a coherently functioning meta-network. In this review, we explore the architecture of local networks and address how they may interact within the context of an overarching space circuit, aiming to provide directions for future successful explorations.

1. Introduction

The hippocampal–parahippocampal region contains a diversity of neural circuits and functionally specialized cell-types involved in the representation of self-location. Hippocampal networks, particularly those of CA3 and CA1, embed the place cells, encoding locations in specific environments. Parahippocampal networks in the medial entorhinal cortex (MEC) and the associated presubiculum (PrS) and parasubiculum (PaS) provide anchorage for grid cells, head-direction cells and border cells. The latter three functionally defined neuron types universally map directions and positions, irrespective of the environment. As yet, little is known about the mechanisms or network properties by which these functionally specific firing profiles are generated, let alone how they are integrated into a coherently functioning meta-network.

From the maiden exploratory voyages through the navigational system in the brain, the system appeared neatly organized, with individual functional cell-types belonging to unique neural networks. Place cells were described in the hippocampus [1], whereas head-direction neurons were associated with the dorsal PrS [2,3]. In MEC, grid cells were subsequently discovered as the third main component [4,5]. Similar to how sirens lured ship’s navigators to their treacherous coast, these observations lured the field to the concept that each functional cell-type was associated with a certain network architecture and that there was likely a hierarchical relationship between these three functional cell-types. This induced attempts to model upstream or downstream relationships between these cell-types [6–10]. Subsequent studies showed that although grid cells are prominent in layer II of MEC, they co-localize, particularly in deeper layers III–VI, with head-direction cells and with yet another cell-type, the border or boundary vector cells. Neurons that showed combinations of some features were also described in MEC [5,11–13]. The same constellation of neuron types exists in PrS and PaS [11], casting doubts on whether functional cell-types could be related to specific neural architectures. An alternative interpretation is that the neural signals do reflect neural...
computations of a specific neural architecture, and that emerging local signals are transferred to adjacent networks. Although this might provide a suitable and attractive explanation for the presence of, for example, border or boundary vector cells in subiculum, in MEC and in PrS and PaS [14], it does not explain why grid cells, head-direction cells and border cells are not present in the CA-fields, and vice versa, why the typical CA1 place cells with narrow fields are only sparsely present in the subiculum and any of the parahippocampal areas [15–18]. In this review, we explore our current knowledge about the architecture of local networks and how networks interact, providing possibilities for input interactions or interactions between inputs and local circuit operations [19–21].

2. Classical network

We focus on MEC as the core structure around which to centre the remaining (para)hippocampal structures. The by now accepted ‘classical’ network [22–24] is already more elaborate than that proposed at the time of the trisynaptic pathway [25]. Neurons in layers II and III of MEC give rise to projections to all constituents of the hippocampus. Layer II cells project to DG and CA3, whereas cells in layer III project to CA1 and the subiculum. The layer II projection to DG is the entry point of the trisynaptic pathway, which subsequently includes the mossy fibre projection from DG to CA3 and the Schaffer collateral projection from CA3 to CA1 (figure 1). The two entorhinal inputs have become known as the direct (layer III to CA1) and the indirect (layer II via the trisynaptic pathway) pathways to CA1. A substantial part of the inputs to MEC layers II and III originate from PrS and PaS [26]. Efferent MEC projections to cortical and subcortical domains originate mainly from layers V and VI, the recipients of hippocampal output from CA1 and the subiculum. Although the reciprocal entorhinal–CA1 network shows a complicated topographical organization, it has a high connectional fidelity in that any point source in MEC that originates projections to CA1 will receive output from that recipient part of CA1 [27]. This reciprocal connectivity provides a clear hierarchical perspective in that grid cells in MEC are downstream to head-direction cells in pre-and parasubiculum, and upstream to place cells. The latter is true for both CA3 and CA1, because grid cells are present in both layers II and III of MEC. Model studies have shown that the sum of many grid cells with different orientations and spatial phases or the summation of border cells can result in place cell firing [8,9,19,20,28–30]. Place cell firing can be transformed into grid cell firing [31], potentially explaining the presence of grid cells in MEC layer V. Adding the projections from layer V neurons to superficial layers II and III [32,33] closes the loop between place cells in CA1 and grid cells in layers II and III (figures 1, 2 and 3).

3. Place cells and grid cells

The fact that place cells mature earlier than grid cells during postnatal development [35,36] defies the concept that place cells emerge from convergence of grid cell outputs onto a pyramidal cell, although disrupting the inputs from MEC layer III to CA1 lowers the specificity of place cell firing [37]. Even more challenging is the fact that inputs from grid cells in MEC layer III, of which combined output result in CA1 place cells, likely project to pyramidal cells in the subiculum as well, yet resulting in very different spatial properties of subiculum neurons [15,16]. The difference between CA1 and subiculum neural firing, narrow place fields in CA1 and more broader ones with a higher background firing in subiculum, might result from two different network architectures. First, CA1 single pyramidal cells receive convergent input from MEC and CA3. However, removing the output from CA3 does not strongly affect place fields recorded in CA1 [38,39]. In the subiculum, such convergence between CA1 and MEC inputs is non-existent [40]. Second, neurons in the MEC recipient portion of the

Figure 1. The ‘classical’ hippocampal–parahippocampal network. Neurons in MEC layer II provide inputs DG and CA3, feeding into the trisynaptic pathway that includes projections from DG to CA3 to CA1. Layer III neurons project to CA1 and SUB, which both reciprocate with projections to layer V (and weaker to VI). (Online version in colour.)

Figure 2. Extended hippocampal–parahippocampal network. The ‘classical’ scheme with added local connectivity of PrS and PaS and the reciprocal layer II–CA2 pathway. (Online version in colour.)
been reported [34] and are schematically indicated. (Online version in colour.)

Figure 3. Medial entorhinal circuits. Principal cells in all layers receive mono-synaptic convergent inputs from PrS and PaS. Axons of layer V pyramidal cells target superficial layers, making synaptic contacts onto principal cells in layers II and III. These layer V cells are likely contacted by local axons of layer II and III cells, and cells in layer II presumably contact layer III cells. Although no neurons are indicated in layer VI, synaptic contacts from PrS and PaS have been reported [34] and are schematically indicated. (Online version in colour.)

subiculum, the distal part that borders PrS, differ markedly in their electrophysiological properties from those in CA1 [41]. Particularly, the distal neurons may combine hippocampal spatial codes with contextual information into spatial-rich signal to be used by other brain regions [16].

4. Layer II medial entorhinal cortex network generates grid cell firing

Among the theoretical models for grid cells in layer II, one class, the attractor models, emphasizes the internal connectivity in MEC, assuming that between grid cells a precisely formed connectivity pattern exists that includes both excitatory and inhibitory connections [6,7,42]. The other class, the oscillatory interference models, postulates interactions between two independent oscillators to be responsible for grid cell properties. In the case of grid cells in layer II, the interference is between field theta oscillations or network oscillations, and cell-specific subthreshold membrane oscillations [43–45]. Both models converge on the basic assumption that grid cells emerge from certain local network features with the added presence of directional input. In two recent studies, the local network in layer II was scrutinized using an in vitro approach [46,47]. The focus was on stellate cells, which are the most likely candidates to be grid cells in layer II [48–50]. Both studies showed that stellate cells are exclusively interconnected via fast-spiking inhibitory interneurons. Model attractor networks demonstrated that stable grid firing can emerge from a simple recurrent inhibitory network, thus suggesting that the observed inhibitory microcircuitry between stellate cells is sufficient to generate grid-cell firing. The models rely on the presence of head-directional and velocity-tuned inputs in addition to an excitatory input that exceeds the local inhibition. The two studies differ with respect to the type of excitatory input used in the model, constant [46] or oscillatory in the theta range [47]. There is experimental evidence that removing either type of input disrupts grid cell properties in vivo [51–53]. The excitatory input from the hippocampus is thought to reach the grid cells in layer II via an intermediary synapse in layer V, following the scheme outlined above (figure 3). A direct projection from CA2 to layer II of MEC has been suggested as a monosynaptic alternative (figure 2) [54], but this projection has not been confirmed by others [55]. Whether or not to welcome CA2 as a new player in the field of place-to-grid cell interactions remains thus to be seen, although the unique integrative responses of CA2 neurons make them likely key players in the grid-to-place cell interactions [56,57]. The required excitatory drive may also come from local excitatory networks in MEC, embedded in layer II through non-stellate cells or feedback loops between the layers [32,33,58,59]. Interestingly, a comparable local architecture with principal cells being connected almost exclusively through an inhibitory interneuron network that receives excitatory inputs is also found in DG [60,61]. The fact that grid cells have not been reported in DG thus points to head-directional and velocity-tuned inputs as relevant for grid cell firing to emerge.

It is well known that layer II of MEC not only contains stellate cells and fast-spiking interneurons, but also pyramidal cells and low threshold-spiking interneurons [46,62]. Our data indicated that reciprocal connectivity between fast-spiking interneurons and stellate cells was high, and stellate cell connectivity to fast-spiking interneurons was much higher than to low threshold-spiking interneurons. Stellate cells connect to pyramidal neurons, whereas the reverse connection was not found [46]. Among the fast-spiking neurons are parvalbumin-positive basket cells providing perisomatic inhibition onto stellate cells and pyramidal cells [63,64]. Further detailing this network ([65]; own unpublished observations, 2013), we postulate the presence of two, independently modulated networks. The first, made up by hippocampus-projecting, reelin-positive stellate cells and fast-spiking parvalbumin-positive interneurons, and a second, comprising non-hippocampal projecting pyramidal cells and parvalbumin–cholecystokinin (CCK)-positive interneurons (figure 4). The interactions between these two networks and the position of the low threshold-spiking interneurons remain to be established. It also remains to be seen whether the pyramidal cells in this second network do express grid-like firing. Although current in vivo recording data seem to indicate the opposite [48,49], pyramidal grid cells cannot be ruled out [46,48].

5. Grid cells in medial entorhinal cortex deep layers and in pre-parasubiculum

Grid cells are not unique for layer II of MEC; layers III, V and VI of MEC, as well as PrS and PaS, also contain grid cells together with stable percentages of head-direction, conjunctive and border cells [11–13]. The architecture in these layers and domains, although less well studied compared with layer II of MEC, is unlikely to be similar to the latter [63,66]. This raises the question whether grid cell properties in these networks are independently generated, as suggested above, through a local pyramidal cell network, or inherited
are either sparse and restricted to the extreme dorsocaudal part [75,76], or absent [26]. Vestibular inputs however specifically influence PrS and PaS [77], which are known to give rise to about 35% of the hippocampal–parahippocampal input and around 15% of the total cortical inputs to MEC [26].

Projections from PrS and PaS show a strikingly laminar terminal distribution in superficial MEC [78,79]. Both inputs form synaptic contacts with principal neurons and interneurons that reside in the targeted layers [80–82]. In line with the above, proposed architecture mediating superficial to deep intrinsic connectivity in MEC, PrS and PaS inputs contact layer V pyramidal neurons on their apical dendrites [83]. We recently showed electrophysiologically that principal neurons in all layers of MEC receive convergent monosynaptic inputs from both PaS and PrS (figure 3) [34]. These shared inputs thus provide a parsimonious substrate for the prominent directional tuning of head-direction cells and the coherent orientational tuning of grid cells in all layers of MEC.

The postnatal timing of emergent head-directional and grid cell properties in the network may be indicative as well for the relevance of head-direction cells. In vivo recordings in freely behaving animals, from the moment after eye-opening (postnatal day (P) 14/15), when they start to actively leave the nest, showed that the latter are the first to be present. The percentage of head-direction cells as well as the degree of directional tuning were similar to that in adults, and the cells were stable between sessions [35,36]. Data obtained in brain slices with preserved connectivity between PaS, PrS and MEC showed that projections from PaS and PrS to MEC become functional around P9/P10 before grid cell firing is apparent in MEC. After P14/P15, the connectivity from PaS and PrS to MEC becomes more adult-like even though minor changes still occur from P15 to P30 [35,84]

Grid cell properties continue to develop from P16 until at least P34. Their periodic properties evolve between P16 and P34, reaching adult levels around the end of that period [35]. The gradually increasing precision of grid cells was found to be paralleled with developmental changes in the local layer II network [35,46]. There was a notable increase in the synchrony of spontaneous subthreshold changes in membrane potentials of stellate cells from P16 to P29. These membrane potential changes are considered a hallmark feature of MEC layer II stellate cells and have been implicated in the oscillatory interference models as one of the two oscillators needed for the formation of grid cells [44,85,86]. All data thus suggest that head-directional representations are established and reach MEC before grid-like firing properties emerge. These inputs are fine-tuned during the subsequent two weeks, in parallel to a further development of the intrinsic connectivity of the layer II network.

6. Grid cells and head-direction cells

Directional information is apparently relevant for grid cell firing and is represented in all layers of MEC. Most models for grid cells in layer II of MEC postulated velocity-dependent directional information as relevant for the emergence of grid cell properties [6,7,44,46,47]. Supporting this postulate is the finding that layer II grid cells reveal directional tuning after removal of hippocampal inputs [51]. Grid cells in all layers show remarkably consistent orientations and directionally tuned neurons are present in layers III, V and VI [12]. Directional information is likely not generated within the network, because necessary inputs to MEC from the vestibular system, mediated by way of the lateral mammillary–anterior thalamic route [72–74],

Figure 4. Proposed local circuits in medial entorhinal layer II. (1) DG projecting stellate cells make synaptic contacts with fast-spiking, (3) parvalbumin-positive interneurons that innervate the somata of stellate cells. Stellate-to-stellate synaptic contacts are non-existent. (2) Non-hippocampal projecting neurons, interneurons that innervate the somata of stellate cells. Stellate-to-stellate synaptic contacts with fast-spiking, (3) parvalbumin-positive basket cell. Other interneuron types, such as chandelier, goblet and multipolar cells, are not indicated. CCK, cholecystokinin. (Online version in colour.)

from MEC layer II. The latter scenario, in the case of MEC, requires an intrinsic network, connecting neurons in layer II to those in deeper layers. Although it is well established that neither axons of layer II stellate cells nor of pyramidal cells extensively target deep layers [59,62,67,68], superficial-to-deep connections do exist [69]. These are likely mediated by way of the apical dendrites of pyramidal cells in layers III and V (figure 3) [62,70]. Known connectivity does not make it plausible that the grid cells in PrS and PaS depend on inputs from MEC layer II. Projections from MEC to PrS and PaS are not dense and they mainly originate from layer V of MEC [71]. It thus seems likely that grid cells in PrS and PaS are locally generated.

7. Concluding remarks

Networks in divisions of the hippocampal region provide the substrate for many complex integrative processes, resulting from local and more complex, higher-order interactions. The focus on either these local interactions or the more complex, partially hierarchical processes has contributed to a mechanistic description of the functionally different spatially modulated cells. Now, it is time to move forward to abandon the classic hierarchical view and to encompass the many parallel and converging routes present in the region and the
importance of feedback and feed-forward balance. A similar shift in emphasis in visual research away from a pure hierarchi-
cal conceptualization has led to the notion that feedback from
downstream and lateral processing systems contribute to a
sharpened upstream processing [87]. The balance between
feed-forward and feedback processing in the visual system
partially depends on differential distributions of various
 glutamate receptors [88]. In a parallel manner, a differential
distribution of NMDA receptors onto two different types of
MEC layer II interneurons has been proposed to result in the
switching between slow and fast gamma oscillations [89].
Adding this level of detail to network descriptions is one of
the future challenges.
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