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Causing harm to others would hardly seem to be relevant to cooperation, other than as a barrier to it. However, because selfish individuals will exploit cooperators, functional punishment is an effective mechanism for enforcing cooperation by deterring free-riding. Although functional punishment can shape the social behaviour of others by targeting non-cooperative behaviour, it can also intimidate others into doing almost anything. Second-party functional punishment is a self-serving behaviour at the disposal of dominant individuals who can coerce others into behaving cooperatively, but it need not do so. Third-party and altruistic functional punishment are less likely to be selfishly motivated and would seem more likely to maintain norms of cooperation in large groups. These forms of functional punishment may be an essential part of non-kin cooperation on a scale exhibited only by humans. While punitive sentiments might be the psychological force behind punitive behaviours, spiteful motives might also play an important role. Furthermore, functionally spiteful acts might not be maladaptive; reckoning gains relative to others rather than in absolute terms can lead to hyper-competitiveness, which might also be an important part of human cooperation, rather than just an ugly by-product.
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Men are the only animals who devote themselves assiduously to making one another unhappy. (H. L. Mencken 1956)

1. INTRODUCTION

The importance of cooperation, and the challenge in trying to explain it, has long been a central focus of evolutionary biology. The contributions in this volume are a hallmark to the longstanding interest in a conundrum raised by Darwin (1859). Most of this work has attempted to explain prosocial behaviour, particularly altruism (or helping), since this is unlikely to evolve given the fitness costs incurred by the actor. The key feature of all of the ultimate (evolutionary) arguments (Mayr 1961; Tinbergen 1963) is that the individual who helps must benefit from doing so, either directly through net fitness gains in the helper's lifetime, or indirectly through other individuals carrying copies of the helper's genes (see Lehmann & Rousset 2010; see also West et al. 2007; Clutton-Brock 2009).

Economists and ecologists are typically more interested in functional explanations, namely the reasons behaviours are performed based on their immediate costs and benefits. The key difference between functional and evolutionary approaches is the time scale of the costs and benefits. In the former case, pay-offs are immediate, and in the latter, the pay-offs are accrued as lifetime fitness gains and losses. Psychologists—and recently economists—are interested in another level of analysis, proximate level explanations, namely the immediate incentives for behaviour (Mayr 1961; Tinbergen 1963). Like evolutionary biologists, social scientists also tend to view the individual as selfish, though on a motivational level. Economists have classically modelled human behaviour on assumptions of rational self-interest. Consider Smith's (1776/2007) famous invisible hand, in which every individual acting for his own good produces—as unintended by-products—benefits for others. Psychologists, as well, often regard helpful acts as being selfishly motivated, whether to consciously achieve material outcomes as in ‘calculated reciprocity’ (Brosnan & de Waal 2002), or unconsciously as a means to achieve psychological benefits such as the ‘warm glow’ that comes from helping (Andreoni 1990). Concern for the well-being of others is not necessary for prosocial behaviour (though Smith did pay special attention to these moral emotions; Smith 1759/2005). However, for an act to be prosocially motivated, it has to have as its primary goal the benefit to the recipient (Batson 1991). Any benefits to the actor, such as reputation gained, harm avoided or indirect benefits through nepotism must be incidental. Such positive other-regarding (prosocial) concerns must overcome rational, hedonistic, self-interested motivations. At both the proximate...
and ultimate levels, selfishness is an obstacle that must be overcome or manipulated for joint social ventures to work.

While most attention has been paid to prosocial acts themselves, and the benefits that must accrue to the helper, antisocial acts are surprisingly important for cooperation. As will be discussed here and elsewhere in this volume (Brosnan et al. 2010b; Gächter et al. 2010), harm, and the threat of it, can be powerful inducements for cooperation. Functionally, punishment—also referred to as negative reciprocity, coercion, harassment and return-benefits spite—is likely to be important for maintaining cooperation. From the ultimate perspective, punishing a non-cooperator is immediately costly for the actor as well as the target, if the actor receives net fitness benefits as a result, then the punishment is ultimately selfish. From a functional perspective, economists, for instance, note that people will continue to punish even when others benefit and they alone bear the cost. Such ‘altruistic’ and third-party punishment has garnered recent theoretical interest and has been suggested to be essential to uniquely human cooperation (e.g. Fehr & Fischbacher 2003) or at least very rare in other species (Leimar & Hammerstein 2010; Melis & Semmann 2010). More puzzling phenomena are spiteful acts in which the actor experiences a net fitness loss. However, a Hamiltonian view shows that inclusive fitness makes a costly self-sacrifice beneficial to individuals sharing genes with the actor; spite, then, can evolve because it indirectly works as a form of altruism (Gardner & West 2006; West & Gardner 2010). Spite without inclusive fitness benefits, by definition, cannot evolve; however, spiteful acts might produce relative gains for the actor and therefore be evolutionarily selfish. I will suggest that spiteful competition allows humans to compete on scales not seen in other animals, and that this hyper-competitive is as essential to human cooperation as ultrasociality and hyper-cooperativeness (Richerson & Boyd 1998, 2005; Hill et al. 2009).

A full understanding of punitive and spiteful behaviours, as well as prosocial acts, will come from an appreciation of the cognitive mechanisms underlying them. The psychological motivations behind punishment are puzzling and difficult to elucidate. Do punishers have as a goal the benefits received by others, namely prosocial preferences? Is the goal to reform subsequent behaviour of the target? Alternatively, is the goal more abstract, such as achieving cooperative norms? Perhaps the motives behind punitive acts are antisocial, having the suffering of the target as the primary goal with any positive effects being unintended by-products. It may be the case that antisocial preferences are unique psychological mechanisms that allow for hyper-competitiveness. Aversion to inequity and other fairness concerns, stemming from a propensity for social comparison, along with sentiments such as schadenfreude—pleasure in the misfortunes of others—and motivations to see others suffer losses as goals unto themselves can fuel hyper-competitive behaviour. Whether hyper-competitiveness is a real phenomenon that may be unique to humans remains to be shown, but it appears to be the case that altruism’s evil twin might be more than undesired baggage.

2. TERMS
Before discussing punishment, spite, cooperation, altruism, helping and so on, it is important to be clear about the use of the terms. There is considerable disagreement about usage, largely because evolutionary biologists, ecologists, economists, psychologists and the lay public tend to use the same terms, but with subtle differences in connotation. For instance, altruism was coined by Auguste Comte in the nineteenth century and is defined by the Oxford English Dictionary as ‘devotion to the welfare of others, regard for others, as a principle of action; opposed to egoism or selfishness’. Spite—defined as ‘(1) an action arising from, or displaying, hostile or malignant feeling; outrage, injury, harm; insult, reproach; (2) a strong feeling of contempt, hatred or ill-will; intense grudge or desire to injure; rancorous or envious malice’—has an even more venerated history, with a written record dating back to at least the fourteenth century.

Hamilton’s (1964) uses of the terms are logical, but narrow. Altruism, to an evolutionary biologist, is an act that is detrimental to the actor’s fitness but produces a fitness benefit for another individual. As for spite, he did not use the term ‘spiteful behaviour’ until 1970, referring initially to costly imposition of fitness costs on others as ‘counter-selected’ (Hamilton 1964). Some economists, sociologists and psychologists (behaviourists, also called learning theorists, whom are adamantly non-mentalistic) take a functional approach, focusing on the immediate consequences for the actor or recipient. Using the same terms, social scientists would arrive at a similar table (see table 1 in Brosnan et al. 2010b; Bshary & Bergmüller 2008). A proximate approach tries to determine the mechanisms underlying the behaviour, not just accounting costs and benefits. One such cognitive (mentalistic) proximate approach used the same sort of cost–benefit matrix as Hamilton did, classifying four types of social, fortunes-of-others emotions based on their negative and positive effects (Ortony et al. 1988). In this classification, sadness and suffering are negative; happiness and pleasure are positive (table 1). Clearly, there is bound to be confusion over the use of the terms.

The rigorous definitions provided by Hamilton have done much to clarify thinking about the evolution of social behaviour, but his borrowing of commonly used words has contributed to confusion across disciplines. Furthermore, even within biology, the same term can have different meanings, depending on whether one is referring to ultimate causes, phenomological descriptions, functional explanations or proximate mechanisms. I hope to avoid confusion by using the terms as is standard in their respective disciplines and adding the adjectives appropriate to their specialist usage. I will use the adjective ‘evolutionary’ to refer to ultimate, fitness-based uses (i.e. evolutionary altruism, evolutionary spite; see also West &
indirect fitness benefits to the actor (e.g. West any trait to be selected for, it has to confer direct or functional descriptions and ultimate explanations. For taxonomy, the simple approach I will use will hopefully generate the least amount of confusion.

offs are immediate (Trivers 1971; Brosnan 2007). Indirect fitness benefits are those that go to individuals carrying copies of the actor's genes; because the actor does not experience the benefits—these can be labelled as proximate explanations that are not psychological (e.g. hormonal and environmental), whereas I will focus on psychological mechanisms. Specifically, I will concentrate on intentions and motivations (see also Hauser et al. 2009). This terminology is a departure from the useful approach advocated by the editors of this volume (see §1 and table 1 in Brosnan et al. 2010b; Bshary & Bergmüller 2008). However, because I move back and forth from evolutionary to functional to psychological levels of explanation, the latter of which is not included in the Bshary and Bergmüller taxonomy, the simple approach I will use will hopefully generate the least amount of confusion.

A final point to consider is the relationship between functional descriptions and ultimate explanations. For any trait to be selected for, it has to confer direct or indirect fitness benefits to the actor (e.g. West et al. 2007). Indirect fitness benefits are those that go to individuals carrying copies of the actor's genes; because the actor does not experience the benefits—such as forfeiting reproduction for the benefit of others and imposing fitness costs on others at a personal fitness cost—these can be labelled as evolutionary altruism and evolutionary spite, respectively. On the other hand, any behaviours that result in net fitness benefits for the actor in its lifetime are, in a strict evolutionary sense, selfish. This is true whether the pay-offs are immediate, as in mutualistic interactions and symbioses, or delayed as in direct reciprocity (what Trivers (1971) called 'reciprocal altruism'), indirect reciprocity (e.g. reputation) or negative reciprocity (punishment, sanctions, etc.). However, there is a difference between behaviours that produce immediate pay-offs versus those with temporal delays. In the latter case, pay-offs are not inevitable; there are more opportunities for free-riding, cheating, defecting and so on, all of which generates adaptive challenges distinct from simultaneous pay-offs (Clutton-Brock 2009). Costs paid may not be returned, and this can select for psychological traits such as individual recognition, cheater detection, account keeping, punitive strategies, moral emotions and so on that are not required when pay-offs are immediate (Trivers 1971; Brosnan et al. 2010b). For this reason, I take a functional approach when describing behaviours.

### 3. PUNISHMENT

(a) Functional second-party punishment

The Oxford English Dictionary's definition of punishment is 'the infliction of a penalty or sanction in retribution for an offence or transgression; (also) that which is inflicted as a penalty; a sanction imposed to ensure the application and enforcement of a law'. A functional definition of punishment used by biologists differs from the standard English usage somewhat by focusing on costs to the punisher as well as the target, and by excluding institutions and norms such as laws. The functional definition is the costly imposition of costs on another individual that result in delayed benefits for the punisher (Clutton-Brock & Parker 1995). There are two important features of this definition. First is that the punisher has to benefit as a result of its actions. For instance, retaliatory aggression that does not produce some future benefit is not adaptive and therefore not likely to evolve. The second feature is that it is costly at the time it is performed; the benefits are delayed. This is to distinguish punishment in the functional sense from harassment, aggression, dominance displays and other behaviours that produce immediate benefits for the actor. As pointed out above, an evolutionary perspective does not distinguish between delayed and immediate benefits, but the distinction is important since the behaviours themselves, the consequences and the psychological causes can be quite different. Functional punishment can be thought of as return-benefits functional spite in the same way that direct reciprocity is considered as return-benefits functional altruism (Trivers 1985); the point is that the actor suffers an immediate cost that, on average, should result in fitness gains. Specifically, the future benefits are social dominance, cheater and parasite deterrence, offspring and sexual partner discipline or coercion, and the enforcement of cooperation (Clutton-Brock & Parker 1995). The last of these is the most relevant for the discussion here. The predominant view of functional punishment is that it is negatively reciprocal—an eye for an eye, a tooth for a tooth (Clutton-Brock & Parker 1995). However, this need not be the case. Aggression, for instance, can be used to maintain dominance regardless of the actions taken by the targets of aggression; random acts of aggression can be very effective in maintaining subordination (Silk 2002). The same can be true for all the forms of functional punishment. Animals can harm others to coerce them into changing their subsequent behaviour so that they gain personal fitness (Clutton-Brock & Parker 1995; Gardner & West 2004a). It is a way of shaping the social environment through force or through withholding benefits.

In practice, though, it is difficult to rule out immediate benefits that can arise from acts of aggression and avoidance, making it difficult to distinguish functional punishment from more obviously selfish behaviours such as harassment. An analogy with an inanimate species will highlight this point. A rose thorn causes pain to an animal trying to eat the

<table>
<thead>
<tr>
<th></th>
<th>individual B positive feelings</th>
<th>individual B negative feelings</th>
</tr>
</thead>
<tbody>
<tr>
<td>individual A positive feelings</td>
<td>symhedonia (+, +)</td>
<td>schadenfreude (+, −)</td>
</tr>
<tr>
<td>individual A negative feelings</td>
<td>jealousy (−, +)</td>
<td>empathy (−, −)</td>
</tr>
</tbody>
</table>

Table 1. Social concern matrix. Adapted from Ortony et al. (1988).
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flower, and this causes the animal to withdraw. However, the thorn is probably not under selection pressure to cause animals to subsequently avoid that particular flower or roses more generally, but for the immediate benefit of not being eaten. This is the sense in which learning theorists (behaviourists or operant conditioning psychologists) use the term: operant (functional) punishment is any stimulus or removal of a stimulus that contingently decreases the frequency of a behaviour’s occurrence (e.g. Seymour et al. 2007). Operant punishment, strictly speaking, should be no more efficacious than operant reinforcement in modifying behaviour, though in reality operant punishment can be a more effective learning mechanism (e.g. Yerkes 1907/2005). Similarly, to an economist, functional punishment is an incentive, and it can be more effective than rewards at maintaining cooperation (Andreoni et al. 2003). In this sense, rose thorns punish the eating of roses. From an evolutionary perspective, delayed benefits, as well as benefits to others, may only be by-products of immediately selfish strategies (Jensen & Tomasello in press).

There are a few examples of how punishment can function to maintain cooperative behaviour, at least from the perspective of the actor. Coral-reef fish (Paragobiodon xanthosomus), for instance, will suppress their own reproduction (social queuing) to avoid eviction by dominants; social stability results from the threat of functional punishment (Wong et al. 2007). As another example, reef fish will chase away cleaner fish (Labroides dimidiatus) that nibble off the client’s mucus rather than the less-preferred ectoparasites; this functional punishment does diminish cheating, as was demonstrated experimentally (Bshary & Grutter 2005). In cooperatively breeding animals like meerkats (Suricata suricatta) and superb fairy wrens (Malurus cyaneus), dominant breeding pairs coerce their offspring and other group members into forgoing reproduction to serve as helpers (Mulder & Langmore 1993; Clutton-Brock & Parker 1995). These examples of cooperation maintained by functional punishment demonstrate how behaviour that is harmful to the punisher can be discouraged. Functional punishment benefits the actor and is therefore an evolutionarily selfish strategy exercised by individuals which are in a position to exploit others, such as when dispersal and reproductive options for subordinates are limited.

However, it is surprising to discover that there are many instances in which there is no functional punishment for non-cooperative behaviour, and relatively few examples in which there is. This may be owing to a lack of attention to functional punishment, but there is likely to be even more underreporting of observations of non-events. For example, in cooperative breeders, there is very little evidence that non-cooperative behaviours are punished. Dominant meerkat males will aggress against subordinate males for ‘false feeding’, namely failing to provide food for pups (Clutton-Brock et al. 2003), but there is little evidence for ejection of lazy individuals from groups (Clutton-Brock 2002). Helpers in colonies of naked mole rats (Heterocephalus glaber) will continue to help even if dominants are removed (Reeve 1992). Furthermore, ‘false feeding’, at least in the bell miner (Manorina melanophrys), may not be a deceptive behaviour and therefore not a non-cooperative behaviour in need of correction (McDonald et al. 2007). Within primates, accounts of functional punishment targeted at non-cooperative behaviours are anecdotal; there is, as yet, no systematic evidence for it. There is one reported observation in captivity of one male chimpanzee (Pan troglodytes) attacking another, supposedly for failing to provide support in a conflict (de Waal 1982), and another single observation in the wild of males attacking a younger male, apparently due to his insubordination (Nishida et al. 1995). However, in perhaps the only systematic study of reciprocity and aggression in chimpanzees there was no functional punishment of any sort for failure to reciprocate grooming or support (Koyama et al. 2006). There is one suggestive example of functional punishment of non-cooperative behaviour in rhesus macaques (Macaca mulatta) in which higher ranking individuals attacked lower ranking individuals when they failed to give food calls (Hauser 1992). The suggestion was that dominant individuals were functionally punishing the functionally selfish behaviour of withholding information. While an attractive hypothesis, it failed to rule out a more plausible explanation, namely that conflict over food arose when individuals finding it failed to establish possession by giving food calls, something that was demonstrated in white-faced capuchin monkeys (Cebus capucinus; Gros-Louis 2004).

To elucidate whether chimpanzees functionally punish non-cooperative behaviours, an experiment presented captive subjects with three different scenarios, all involving food loss (Jensen et al. 2007a). In the loss condition, the food was moved away from the subject by the experimenter to an empty, adjacent room; this was a baseline measure of general frustration to losing food. In the unfairness condition (on which more will be said later), the experimenter moved the food towards another chimpanzee who was in that room. Finally, there was a theft condition in which another chimpanzee stole the food away from the subject by pulling a rope—a decidedly non-cooperative behaviour. In all conditions, the subjects could never get the food back, but they could collapse the table, preventing anyone from having it. Chimpanzees reliably collapsed the table more often when it was stolen than either of the other two conditions. The chimpanzees were vengeful (functionally punitive) in that they retaliated aggressively in the only way possible. That they did so most often in the theft condition suggests that they were sensitive to the harmful behaviour of conspecifics. Consistent with functional punishment (though also consistent with intimidation), dominant individuals were more likely to collapse the table than were subordinates (though subordinates were just as likely to steal food). However, theft increased over time while retaliation decreased, suggesting that in the absence of immediate pay-offs—dominants normally chase off subordinates when food is contested (e.g. Hare et al. 2000)—functional punishment failed to enforce cooperative behaviour (see also Jensen & Tomasello in press).
All of the above are examples of second-party (do-it-yourself) functional punishment; the punisher reaps the benefits of changes in the target’s behaviour. This appears to be the dominant form of functional punishment in small-scale human societies (Wiessner 2005; Marlowe & Berbésque 2008; Hill et al. 2009). Much cooperative human behaviour can probably be explained as a form of correcting the behaviour of someone else for personal, though delayed benefits. However, there is more to human cooperation than ‘might makes right’. Norms of cooperation allow people of any rank to use low-cost punishments such as scolding to reign in free-riders. For instance, if someone jumps to the head of a queue, he will be told off, and not just by the person at the head of the queue or the biggest person there. In one amusing anecdote demonstrating the potential costs of functional punishment, a bank robber brandishing a handgun was remonstrated by a customer at the head of the queue and told to wait his turn. Discouraged, the would-be thief left the bank and was later arrested (Bryson 1995). The difference between human queues and something like reproductive ‘queuing’ in fish is that dominance relationships—coercive cooperation—are not needed. Since functional punishment is costly, such as through retaliation against punishers (Denant-Boemont et al. 2007; Janssen & Bushman 2008), it makes little sense to punish if there are no direct benefits. Yet people do this routinely, which brings the discussion to a special form of functional punishment.

(b) Functional altruistic and third-party punishment

Second-party functional punishment is not likely to be sufficient to maintain large-scale cooperation simply because individuals in a position of dominance can exploit others, coercing them to work in their favour, and retaliation can make functional punishment too costly. Cooperative outcomes are fortuitous, but not inevitable. As discussed elsewhere in this volume (see Gächter et al. 2010), functional punishment is important in maintaining cooperation in humans, perhaps in a way not seen in other animals (Fehr & Fischbacher 2004a). One basic reason for this is that humans will punish others for social violations even when they personally stand nothing to gain. One suggestion is that humans have a tendency to behave prosocially and, additionally, are inclined to punish (e.g. Fehr & Gächter 2002). This is referred to as strong reciprocity (Gintis 2000). Because the costs are borne by the individual but the benefits accrue to the group, the functional punishment is called ‘altruistic punishment’. Altruistic functional punishment is distinguished from second-party functional punishment in that the former produces group benefits (Fehr & Gächter 2000, 2002; Bowles & Gintis 2003; Boyd et al. 2003).

Evidence for functionally altruistic punishment comes from economic experiments such as the public goods game (Fehr & Gächter 2002). In the public goods game, several participants (players) who do not know each other are each given an endowment of money. They can put as much or as little of this endowment into a public pool as they choose. Money in the public pool is increased by some ratio by the experimenter and then divided equally among all the players. The public goods game is effectively an n-person Prisoner’s Dilemma in which the best collective outcome is for everyone to cooperate, but the best individual strategy is to defect (contribute nothing) while the others contribute maximally. The presence of defectors causes a decline in public contributions over successive trials, even though each individual never plays against the same group of players more than once. However, allowing players to inflict a cost on others by giving up a smaller portion of their endowment has the effect of punishing defecting. As a result, cooperation in the form of giving money to the public pool stabilizes at a high level. The reason that altruistic functional punishment is functionally altruistic is that the punishers pay an additional cost to harm the target, even though they never again interact with the reformed defector and do not gain recognition or any other material benefit, and any benefits go to other anonymous individuals. Functional punishment in these games has therefore been called a second-order public good (Panchanathan & Boyd 2004). A minority of strong reciprocators in a group creates a cooperative ‘culture’, whereas a functionally punishment-free group loses its members to the more successful sanctioning institution (Gürerk et al. 2006). Moreover, people are more likely to functionally punish non-cooperators within their own group than out-group defectors since such functional punishment increases benefits (in terms of reforming free-riders) within the punisher’s group (Shinada et al. 2004; though see Bernhard et al. 2006).

Similarly, third-party functional punishment (what social psychologists mean when they use the term ‘punishment’) involves a disinterested individual intervening and inflicting costs on violators. This occurs when a judge or a police officer metes out penalties for social violations. Third-party functional punishment has also been demonstrated in economic experiments (e.g. Fehr & Fischbacher 2004b). In a third-party punishment experiment, an observer witnesses a transgression such as defection in a Prisoner’s Dilemma game played between two other participants. This anonymous observer can give up part of his endowment to inflict a cost on the violator even though he can gain nothing from his actions. Canonical economic models of rational self-interest predict that the observer should give up nothing, but some people will still impose a cost on violations of cooperative norms, a finding that has been replicated in various cultures (e.g. Henrich et al. 2005).

There is little, if any, solid evidence for functional altruistic or third-party punishment in non-human animals. The most suggestive evidence comes from studies of policing. Policing occurs when one animal intervenes on behalf of another in a conflict. Ruling out third-party interventions on behalf of kin, there are only a handful of examples in which the intervener appears to be neutral to the outcomes. For instance, chimpanzees (de Waal 1982; de Waal & Luttrell...
1988) and monkeys such as bonnet macaques (Macaca radiata; Silk 1992) will intervene in conflicts. However, the evidence tends to be indirect, such as the observation that there is an increase in the number of conflicts in groups of monkeys (pigtailed macaques, Macaca nemestrina) after the removal of the dominant individuals (Flack et al. 2006); however, this may just reflect an increase in conflicts as the sub-dominants jockey for position in the resulting power vacuum. Or it may be the case that the ‘punisher’ achieves immediate or delayed direct benefits such as reducing the amount of noise in the group, or reduces harm among females in his harem (e.g. Schradin & Lamprecht 2000). Policing in social insects is a special case since the destruction of eggs for the benefit of the remainder of the hive benefits the punishers indirectly through kin benefits (Ratnieks & Wenseleers 2008), a point that will be expanded upon in §4. In one experiment, male cleaner fish aggressed against female partners for ‘cheating’ by taking the preferred food from a plastic plate, resulting in the immediate removal of the common food source (Raihani et al. 2010). As a result, the females were less likely to take the preferred food in subsequent trials. While Raihani et al.’s (2010) study was designed to make a point about third-party functional punishment, it was actually a test of second-party functional punishment since there was no third party, and since the punisher benefited directly by altering the behaviour of his partner to his benefit. While clients may benefit in natural settings, this study demonstrated that third-party benefits would be a by-product of a coercive strategy. There is, as yet, no published experimental work on third-party functional punishment in non-human animals, a gap that sorely needs to be filled.

(c) Psychological punishment

The previous discussion addressed the function of punishment, which may say something about the adaptive significance of punitive strategies in maintaining cooperation, while at the proximate, psychological level the issue is what motivates one individual to punish another. A behaviour that is motivated for its effect on another individual—not on the actor—is a social motivation (Jensen in press). A social motivation can be influenced by sensitivity to the welfare of others or by sensitivity to the outcomes affecting others (social concern). If an individual faces a conflict between personal outcomes and consequences for others, and it chooses the latter, it is said to have a social (or other-regarding) preference (see also Brosnan 2006; Silk 2009; Jaeggi et al. 2010). In all of these cases, the motivations, concerns and preferences can be prosocial (as in positive other-regarding preferences) or antisocial (as in negative other-regarding preferences). As an example, empathy—having the emotions appropriate to the circumstances of others (e.g. Hoffman 1982; Preston & de Waal 2002)—is a prosocial concern and can induce prosocial acts of functionally altruistic behaviour (Batson 1991; see also de Waal & Suchak 2010). It is important to note that prosocial and antisocial outcomes can arise as by-products of social indifference. For example, if one leaves scraps of food on a picnic table when no longer hungry, any benefits to birds, squirrels, mice and other animals in the park are unintended and incidental. Motivations can only be said to be social if they have as their primary goal outcomes affecting others. Indifference is not a social preference.

In the case of punishment, the actions of the punisher have to be motivated for their effect on others (Jensen & Tomasello in press). These preferences can be either prosocial (positively other-regarding; think of a parent telling a child that she is being disciplined for her own good) or antisocial (negatively other-regarding; a desire to see the target of punishment suffer is satisfaction enough). They can also be normative or moral (punishing to maintain cooperation as a social good). However, in all of the examples of second-party functional punishment given above, it is quite probably the case that the goals of the punishers were non-social. The goal is only that the target refrains immediately from its harmful act, or becomes coerced into performing a behaviour congruent with the punisher’s goals. The punisher does not need to be motivated by the results of its actions on the welfare of the target or others in the group. Any consequences for the well-being on the punished individual will be by-products. This might even be the case for third-party and altruistic functional punishment. Group beneficial outcomes do not require group beneficial intentions. That is not to say that cooperative behaviour will not result, just that such an outcome need not be the motivating force. Consider again a rose—it does not intend that animals do not eat it, nor does it intend that the animal suffer or learn to refrain from eating it. The rose’s thorns produce the result. It does not need to intend outcomes because natural selection has honed the traits that lead to the adaptive outcome. The same can be said for punishment in social insects; attacking a queen from another hive, destroying eggs laid by other workers and so on are relatively invariant responses to biochemical cues (e.g. Monnin et al. 2002). While interesting as adaptive behaviours, from a cognitive point of view they are probably not much more interesting than rose thorns.

The flexibility of the behaviours of vertebrates, particularly large-brained species with complex social lives, makes it tempting to explain punishment in cognitively richer terms. Such is the argument of the social brain hypothesis (Jolly 1966; Humphrey 1976; Byrne & Whiten 1988; Dunbar 1998). It is difficult, however, to determine the intentions and motivations of animals. For instance, when fish aggress against harm, such as a client chasing away a cleaner that gleaned more than it should have, it is not clear what cognitive mechanisms are involved. Even though bitten clients will chase cheats (Tebbich et al. 2002), simple learning (operant conditioning) processes could suffice; alternatively, innate mechanisms might also be at work. What is important is that the behaviour be performed flexibly in a variety of contexts. At present, there is not enough information to infer what intentional and motivational systems are involved, and more importantly, whether the behaviours are other-regarding (see Brosnan et al. 2010b).
Even in humans, which are without question the most behaviourally flexible animals in the world, and which are also the most studied, there is considerable debate about what motivates punitive behaviours. One suggestion is that punitive behaviours, which function to maintain cooperation by deterring free-riders, have a unique psychological mechanism such as a specialized cheater detection module (Cosmides 1989). Furthermore, humans may have a punitive sentiment, an evolved motivational system that imubes the punisher with a desire that the target be harmed (Price et al. 2002). This punitive sentiment, what Trivers (1971) and others call ‘moral outrage’, may be predicated on a belief in a sense of justice (e.g. Charlesworth 1991), of correcting a wrong. Perhaps the simplest form of justice is retributive, inflicting a harm for a harm. It is literally carved in stone: the Code of Hammurabi, from around 1700 BC, dictates ‘an eye for an eye’. People will often state that offenders should be punished as a deterrence—a prospective motivation (e.g. Hoffman & Spitzer 1985). However, it is not always clear that this is the case. In practice, people are often retributive—a retrospective motivation—seeking ‘just deserts’ for perpetrators (e.g. Carlsmith & Darly 2002; Carlsmith 2006). In studies of altruistic functional punishment, it is not clear that people have altruistic motives—others may benefit as a result of changes in the free-riders’ behaviours, but these altruistic benefits could be unintended by-products. The act may be antisocial in that it has as its primary motivation that the non-cooperators suffer (Herrmann et al. 2008). Psychological punishment in humans, then, can be attuned to the effects it has on others, not just the effect it has for the actor. It has also been suggested that even though the tests are done anonymously with single encounters, people may still act as though they are being observed and gaining a reputation as someone to not be trifled with (e.g. Johnstone & Bshary 2004; Barclay 2006; Kurzhan et al. 2007). These alternate explanations are difficult to rule out, even in controlled experimental situations. The suggestion here is not that people are always motivated by a sense of moral or normative concern, but that they can be motivated in this way.

A further consideration on the topic of psychological punishment is the role of emotions. Contrary to what would be expected from moral philosophy, emotions play an important role in moral judgements (e.g. Frank 1988; Greene & Haidt 2002). People report being angry when punishing others in economic games, and they show concomitant physiological and neurological responses (Pillutla & Murnighan 1996; Fehr & Gächter 2002; de Quervain et al. 2004; van’t Wout et al. 2006). Punishing should feel good, since material benefits would not always be immediately forthcoming. Proximate mechanisms in the forms of immediate motivational rewards are important for mediating punishment and negative other-regard (e.g. de Quervain et al. 2004). Similar results were found by Singer et al. (2006) in which men experienced increased activation in the reward circuit of the brain when they saw people who had previously cheated against them in a Prisoner’s Dilemma game (actually confederates) receive a physically painful stimulus. Men also showed decreased activation in parts of the medial prefrontal cortex associated with empathy when they saw a fair opponent, as opposed to an unfair opponent, in pain. Humans are not the only angry species; anger is basic emotion that probably has deep evolutionary roots (Darwin 1899; Burrows et al. 2006; Parr et al. 2007). In the punishment experiment described above, chimpanzees also showed signs of anger (displays and tantrums) when food was stolen from them, and anger was correlated with collapsing the food table (Jensen et al. 2007a). However, although other species have primary emotions, secondary, social emotions such as moral outrage, pride, shame and guilt may be uniquely human (e.g. Fessler & Haley 2003).

Functional punishment, then, is a harm-causing behaviour that provides delayed benefits at some cost to the actor. Because of these costs, it can be used to manipulate the targets into performing behaviours that benefit the actor and, superficially at least, maintain cooperative outcomes such as cooperative breeding. Functional punishment can certainly deter free-riding. The inference is that harm-causing behaviour is adaptive, but it is difficult for any given case to distinguish functional punishment from other aggressive behaviours such as harassment and redirected aggression such as when gulls ‘attack’ grass after losing a conflict (Lorenz 1966). Experimental work is helpful in this regard. At present, there are very few experimental studies of functional punishment and none on altruistic and third-party functional punishment in non-human animals, a situation that will hopefully be remedied. It will also be important to probe the psychological aspects of functional punishment to determine what it is that motivates the punisher, particularly with regard to the effects on the target. A way forward will be to look at cases of harm-causing behaviour where the only reason for inflicting harm is to see the target suffer.

4. SPITE
(a) Functional spite
Functional punishment, because it is costly to the actor at the time it is performed—despite any direct fitness benefits that may result in the future—is sometimes labelled as delayed benefits spite (Trivers 1985; Clutton-Brock & Parker 1995). To evolutionary biologists, this can be discomfiting. Evolutionary spite involves lifetime fitness costs to both actor and target. Since evolutionary spite does not directly help others, and since reciprocity in kind would be harmful, evolutionary spite seems even less likely to evolve than evolutionary altruism. However, evolutionary spite can yield inclusive fitness benefits to the actor through indirect fitness if the individuals harmed are less related to the actor than the average individual in the population or if third parties sharing genes with the actor benefit as a result of the action (Hamilton 1970; Wilson 1975). Evolutionary spite, then, is a form of evolutionary altruism in which the actor suffers a fitness cost to indirectly provide benefits to individuals sharing genes with it by reducing competition from
individuals not sharing those genes (Gardner & West 2004b, 2006; West & Gardner 2010). Evolutionary spite is extraordinarily rare in nature. Only embryonic parasitoid wasps (Copidosoma floridanum), red fire ants (Solenopsis invicta), the bacterium Wolbachia and some colonial bacteria (e.g. Photorhabdus luminescens) satisfy the strict requirements (Keller et al. 1994; Foster et al. 2001; Gardner & West 2006).

Functional spite, on the other hand, may be more common. It is true that from an evolutionary perspective, if the actor benefits in any way as a result, functional spite, like functional punishment, is ultimately selfish. However, like functional punishment, functional spite is still a phenomenon that requires explanation. Overly exclusive definitions overlook interesting examples of social behaviour (Gadagkar 1993). For instance, western and herring gulls (Larus occidentalis and Larus argentatus) were observed to destroy the eggs of rivals if they had lost their own eggs (Pierotti 1980). While there was no net reduction in the actor’s fitness (Waltz 1981), the behaviour is consistent with functional spite (Pierotti 1982; Gadagkar 1993) in that the plausible adaptive explanation of the act is to reduce the fitness of rivals. Relative fitness gains come from a decrease—or failure to increase—in a rival’s fitness relative to the actor’s. As another example, Brereton (1994) suggested that when stumptail macaques (Macaca arctoides) interfere with copulating pairs, they risk aggression (naturally), but they could benefit in the future by reducing the likelihood of the reproduction of their rivals. Other examples include wasteful feeding by vervet monkeys (Cercopithecus aethiops; Horrocks & Hunte 1981), harassment of infants and juveniles in macaques (Trivers 1985), and post-copulatory mate guarding and sexual swelling in cercopithecines (Pagel 1994). However, there are very few published examples of functional spite in the animal behaviour literature, and all of these would need to be carefully scrutinized to rule out immediate gains or delayed direct benefits such as dominance or sexual coercion. Experimental work will be particularly valuable in teasing apart the alternatives.

Unsurprisingly, most experiments have been conducted on humans. The most widely used test that results in functionally spiteful outcomes is the ultimatum game. (This is a test of fairness preferences, a topic that will be discussed in the following section.) In this economic experiment, one player, the proposer, is given a sum of money by the experimenter, and he can share this amount with the second player, the responder. If the responder accepts the offer, both take home their share, and if he rejects it, both get nothing (Güth et al. 1982; Camerer 2003). If responders behave in a rational, self-interested way, they should accept any offer because something is better than nothing, and as a result, proposers should make minimal offers. However, this is not what people do; responders routinely reject unfair offers, and as a result, proposers tend to make fair offers. (In the dictator game, in which the second player has no power, first players tend to offer something, but far less than in the ultimatum game; Kahneman et al. 1986; Camerer 2003). The threat of harm induces the proposers to behave more cooperatively.

Experimental economic approaches are now being used to probe other-regarding preferences in other animals. One such study allowed chimpanzees to choose between prosocial outcomes and antisocial outcomes (Jensen et al. 2006). Chimpanzees could pull a tray with food closer while at the same time causing the other tray to move further away. In one of the experiments, the actor would receive no food for any of her choices, but she could prevent the partner from getting anything (a functionally spiteful outcome) by pulling the opposite table away. If she did nothing, the partner received the food automatically. There was no preference for functionally spiteful (or functionally altruistic) outcomes. Using another approach described earlier, chimpanzees could negatively impact the food outcomes of a partner by collapsing a table (Jensen et al. 2007a). This is similar in spirit to the money burning game (Zizzo & Oswald 2001). In addition to the theft condition already discussed, there was an unfair outcome condition in which the experimenter moved the food away from the subject and gave it to a conspecific. Chimpanzees were no more likely to collapse the table in this condition than in the loss condition in which no one benefited, nor were they angrier, suggesting that they were not spitefully motivated. In another study, chimpanzees were presented with a reduced form of the ultimatum game called the mini-ultimatum game (Jensen et al. 2007b). In the mini-ultimatum game, proposers are given a choice of two outcomes, one of which is always unfair and typically rejected, in four different games with differing degrees of unfairness between the options (Falk et al. 2003). Proposer payoffs are shown before the slash, and the amount for the responder is after the slash; for example, 8/2 indicates that 80 per cent of the reward goes to the proposer while 20 per cent goes to the responder. Adults in the Falk et al. (2003) study responded by rejecting the unfair (8/2) option most often when they could have been offered the fair (5/5) outcome by the proposer. There were fewer rejections when the proposer was faced with a generous option (2/8). Responders sometimes rejected 8/2, though less often, when the proposer had no choice (8/2 versus 8/2), presumably because they were sensitive to the outcome disparity. Some even rejected 8/2 when the alternative was 10/0 (nothing for them), possibly out of malice. Chimpanzees, however, showed no such sensitivity. Regardless of what options the proposer faced, responders never rejected any non-zero offer, though they would reject offers of zero. Chimpanzee behaviour was consistent with the standard economic model of rational self-interest. They were not willing to pay a cost to see another individual suffer a greater cost.

What distinguishes functional spite from functional punishment is that functional spite does not require any change in the target’s subsequent behaviour. The end goal is the harm incurred by the target. There may be indirect benefits—otherwise the behaviour would not be functional—but these are less tangible than for functional punishment. Whereas functional punishment emphasizes the delayed benefits to the punisher, functional spite emphasizes the immediate costs to the target; negative consequences for the
target are the *raisons d'être* for spiteful acts. Functional punishment is a means to an end; functional spite is an end in itself. The benefits that accrue to the actor would therefore be indirect; the target’s loss is the actor’s gain. Here, losses and gains are not evaluated in absolute terms as with functional punishment, but in relative terms; the actor need not benefit directly, but the target has to suffer a greater relative cost. For instance, with cooperative breeding, functional punishment requires that the punisher succeed in coercing others to forfeit reproduction so that the punisher gains reproductive help, whereas in functional spite the purpose of the harmful act is to have the target reproduce less. This can indirectly benefit the actor by resulting in less competition for the actor’s offspring or for the actor itself. As for spiteful acts in humans, since much of the evidence comes from studies addressing the motivations, these will be discussed in the next section.

### (b) Psychological spite: negative social preferences

Functional spite may be indirectly selfish in that the actor benefits through the harm suffered by the target. The motivation to harm others may not be selfish, however, and any tangible benefits to the actor may be unintended. As discussed previously, an act that is motivated for its social effect is a social motivation, and the motivation is revealed through preferences for these social effects over personal outcomes. Negative, or antisocial, preferences will be motivated by concerns for the negative well-being of others (Jensen in press). Causing harm for harm’s sake is a spiteful motivation, and it can be underpinned by a comparison of oneself to others. Again, indifference is not a social preference. If an individual acting for its own selfish ends causes unintended harm to others, then this is not an antisocial preference. There is no ulterior motive in psychological spite: the suffering of others is not the means to an end, but is an end in itself.

A key facet of negative social concern is the fact that individuals evaluate themselves relative to others. Social comparisons typically are done for one’s abilities and opinions relative to those of others (Festinger 1954). Positive evaluations, which can improve self-esteem, come from downward social comparison, that is comparing oneself to others worse off. Doing so makes one’s own situation seem better in comparison. Negative evaluations from upward social comparison, come from downward social comparison, that is comparing oneself to others worse off. For instance, it may feel good to buy a new, state-of-the-art television, particularly if one’s co-worker’s model is not as nice, but the good feeling will go away if the neighbour buys a better one; yet, if the neighbour’s television stops working, positive feelings will return. Comparing one’s own gains to others causes some individuals to make personally harmful decisions so that they are not worse off relative to others (though they end up worse off in absolute terms; Saijo & Nakamura 1995). Feelings such as jealousy, envy, *schadenfreude*, gloating and other such misanthropic sentiments are fortunes-of-others emotions (Ortony et al. 1988), and these may be tuned to social comparison. All of these sentiments can be regarded as spiteful in that they are driven by a regard for the misfortunes—the negative welfare—of others.

Economists also note that people compare themselves to others with the emphasis on material outcomes such as wealth, namely that they are sensitive to fairness, particularly disadvantageous inequity. According to the simplest accounts of fairness sensitivity, people attend not only to their own losses and gains, but compare these to the losses and gains of others (Loewenstein et al. 1989; Fehr & Schmidt 1999; Bolton & Ockenfels 2000). An aversion to disadvantageous inequity—having less than others—motivates people to correct an unfair situation. While outcome-based theories are simpler than psychological attempts to model sensitivity to fairness, they do not fully account for making or rejecting unfair offers in economic experiments (e.g. Forsythe et al. 1994; Blount 1995). The suggestion, then, is that people are sensitive to unfair intent (Rabin 1993; Levine 1998; Dufwenberg & Kirchsteiger 2004). It is quite likely the case that both outcomes and intent influence sensitivity to fairness (Falk & Fischbacher 2006). While the exact nature of how people are influenced by unfairness is unresolved, the proposal is that other-regarding preferences are the underlying motivation behind altruistic punishment and strong reciprocity (Fehr & Fischbacher 2003, 2005). The specifics of what constitutes unfairness vary because cultures have different norms or rules of behaviour (Henrich et al. 2005). What is consistent is this: people have other-regarding preferences (Andreoni 1990; Fehr & Camerer 2007).

The ultimatum game, described above, is a useful tool for probing social preferences, particularly sensitivity to fairness. Rejections of unfair offers are irrational from a purely self-regarding perspective, but people respond emotionally, angrily rejecting unfair offers (Pillutla & Murnighan 1996; Sanfey et al. 2003); the fairness sensitivity is not cool and calculated. While they appear to be more sensitive to the intentions of the proposer, for instance by not rejecting unfavourable outcomes if the choices were not determined by the proposer (Blount 1995), they still reject unfavourable outcomes even when the proposer could not have done differently (Falk et al. 2003) and they will destroy the wealth of others in a money burning game in which the unfair outcomes have nothing to do with the intentions of the target (Zizzo & Oswald 2001). The intuitive interpretation of responder rejections in the ultimatum game is that people functionally punish others out of a sense of fairness, even though this makes them worse off in absolute terms than if they accept any offer. However, because people reject offers when they are generous (Herrmann et al. 2008), or when the proposer had no unfair intent (Falk et al. 2003)—and since all studies are one-shot games—it seems that fairness motives are not the only factor influencing rejections.
People appear to be vindictive, namely they are willing to pay a cost to inflict harm for the sake of having the proposer suffer a loss (Fehr & Fischbacher 2005; Fehr et al. 2008). This effect does not only occur when getting less than a fair share. The motivations behind these harmful acts can be called ‘do-gooder deroga-
tion’, dominance, revenge, malice, competition, pay-off maximization and so on; they are all negatively other-regarding preferences. Ultimatum rejections are spiteful in that the immediate motivation is that the targets suffer (Fehr et al. 2008; Herrmann et al. 2008). In other words, the intuitive interpretation may not be correct. The harm inflicted, if it is not intended to change the target’s behaviour, is not psychological punishment. If there is no ulterior motive, then the motive is psychological spite.

There is considerable debate about whether non-human animals compare outcomes with others and therefore show a sensitivity to disadvantageous inequity. In the studies described above in which subjects could control and respond to outcomes, there did not appear to be any comparison of gains and losses relative to others (Jensen et al. 2006, 2007a,b). A paradigm that is widely used has subjects react to differential outcomes without being able to control them as a demonstration of inequity aversion. In these tests, subjects receive a lower quality food reward while the partner receives a better quality reward, either contingent on effort—typically trading an object with the experimenter—or not (Brosnan & de Waal 2003). Brown capuchin monkeys (Cebus apella) were first shown to be averse to inequity (Brosnan & de Waal 2003), but results with capuchin monkeys, great apes, cotton-top tamarins (Saguinus oedipus) and common marmosets (Callithrix jacchus), as well as dogs (Canis familiaris; Range et al. 2009) and New Zealand rabbits (Heidary et al. 2008) have been mixed (for reviews, see Brosnan 2006; Silk 2009; Brosnan et al. 2010; Jensen in press; see also de Waal & Suchak 2006). However, rejecting unfair offers when doing so has no effect on others does not decrease inequity but actually increases it (Henrich 2004). This is certainly not a rational thing to do, and people playing the impu-
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ity game, in which rejecting has no effect on proposers, tend not to reject unfair offers (Bolton & Zwick 1995; Hachiga et al. 2009) though some may do so as a signal of emotional commitment (Yamagishi et al. 2009). At present, the results for social comparison in non-human animals are inconsistent. Inequity aversion, if it is exhibited in other animals, does not appear to be robust. It also does not seem to translate into function-

ally spiteful actions. While it is not possible to draw strong conclusions on social comparisons yet, it does seem that humans are much more spitefully motivated than are other animals. If this indeed is the case, the obvious question is, how can the most prosocial species on the planet also be the most antisocial?

(c) Hyper-competition: the adaptive value of functional and psychological spite

Much has been made of the fact that humans cooperate on a large scale with non-kin and engage in coordinated activities involving a division of labour (e.g. Fehr & Fischbacher 2003; Richerson & Boyd 2005; Tomasello et al. 2005; Hill et al. 2009). Prosocial motivations such as empathy are likely to be fundamental to prosocial acts directed towards strangers (Batson 1991). Negative sentiments such as psycho-

logical punishment and sensitivity to unfairness are also likely to play an important role because they can impel people to punish free-riders. However, func-
tional punishment can maintain any behaviour, not just cooperation (Boyd & Richerson 1992). For instance, people will ostracise others who fail to con-
form to norms of dress, worship or any other arbitrary behaviour. Functional punishment may be an important component of large-scale cooperation because groups with functional punishers—particu-
larly altruistic or third-party functional punishers—are more successful than those with only functional altruists (which become exploited by free-riders) or only non-cooperators (Boyd et al. 2003; Panchanathan & Boyd 2004; Gürerk et al. 2006; Hauert et al. 2007; De Silva et al. 2010). Functional altruistic punish-
ment, combined with social learning mechanisms, notably imitation, constitute cultural group selection (e.g. Fehr & Fischbacher 2003; Richerson et al. 2003; Mesoudi et al. 2004; Richerson & Boyd 2005), which may explain why humans—which are the only species with cumulative culture (e.g. Tomasello et al. 2005; Herrmann et al. 2007)—are able to overcome the free-rider problem in large groups. On the other hand, there are arguments against cultural group selection and the experimental evidence used to sup-
port it (e.g. Burnham & Johnson 2005; Hagen & Hammerstein 2006; West et al. 2007, 2008). It is beyond the scope of this paper to evaluate the merits of cultural group selection, but the insight I want to draw on here is that functional punishment—particularly when the punisher does not benefit directly—may be necessary for non-kin cooperation in large groups. And if altruistic and third-party functional punishment are shown to be unique to humans—a matter that requires investi-
gation—they will help explain uniquely human cooperation.

Large-scale non-kin cooperation of the kind exhibited by humans has been described as ultrasocial and hyper-cooperative (Richerson & Boyd 1998, 2005; Hill et al. 2009). But human social behaviour is hardly always positive. We exploit the environment—and each other—in ways that no other species do (Vitousek et al. 1997). Our cooperative behaviours are often directed towards group members while out-
group members are derogated, all of which can take as little as random assignment to a group in a camp or a t-shirt colour (Sherif et al. 1961; Turner et al. 1979). According to cultural group selection, compe-
tition between groups is the selective pressure that allows for the success of groups with cooperators (e.g. Sober & Wilson 1998; Richerson & Boyd 2005). While humans do form large groups, every group is made of sub-groups, which in turn are com-
poosed of sub-sub-groups. For instance, the UK can be thought of as a group, and will act as such in a war, but there will be numerous groups within that
such as Liverpudlians versus Mancunians, ‘postal code gangs’ within Manchester, gang members who wear low-riders and those who wear baggy trousers, baggy-trouser wearers who drink Newcastle ale and those who prefer Guinness stout and so on. Just as one can form a group from random individuals, take any two individuals and you have two groups. In a similar vein, Freud (1961) coined the phrase ‘narcissism of small differences’. People will compare themselves to others, looking for distinguishing differences. As well, they will compare their losses and gains relative to others, and these social comparisons can lead to negative feelings. As a result, people will inflict costs on others, not only for violations of cooperative norms, not only for levelling differences in wealth, but to see that others do not fare better. Gains and losses are not reckoned in absolute terms, but relatively.

Such obsessive social comparison suggests that humans are hyper-competitive. As an example, consider a queue in a coffee shop. Normally, waiting in line is a cooperative activity in which norm violators (queue jumpers) might be punished, or at least given the evil eye. But what if the stakes are raised? For instance, imagine that a special deal is announced in which the first five customers will get as much free coffee as they want, even if this means depleting the shop’s supply. You are eighth in a long line, and you know that self-regarding (selfish) individuals will take everything, leaving nothing for the rest. In such a competitive situation, you have several options. You can simply leave and go to another coffee shop (scramble competition). You can bully your way to the front of the line and hope you are stronger and more determined than the others (contest competition). Or you can release a stink bomb that you just happen to be carrying, scattering everyone and contaminating the coffee so that no one—not even you—will get any (spiteful competition). The first two are well known in behavioural ecology (Nicholson 1954; Maynard Smith 1982) and contribute to social problems such as the tragedy of the commons (Hardin 1968). Spiteful competition is not a term used in behavioural ecology, possibly because it does not exist outside of humans (though there may be a few exceptions such as egg destruction, food waste and reproductive interference, described earlier).

Antisocial motives would not seem to be intuitively adaptive. They would seem to be correlated by-products of prosocial motives; having positive social concerns is adaptive for cooperation, and the underlying mechanisms happen to spill over, resulting in negative social concerns. However, negative social concerns give people the ability to assess their outcomes in relative, rather than just absolute terms (a generic mobile phone is nice, but not as nice as your friend’s latest iPhone). As a result, we flexibly adjust our cooperativeness and competitiveness to the size of the group; people will cooperate when competition is more global, compete when it is more local (West et al. 2006; see also Gardner & West 2004a, b, c). It is hard to imagine another species in which individuals flexibly adjust their competition and cooperation depending on the size of the group and the presence of other groups, compete for the spirit of competition, gauge success in relative terms, savour the failure of others and use these negative social concerns to seek the downfall of rivals as seen in parochialism, tribalism, war and so on (e.g. Darwin 1871; Hamilton 1975; West et al. 2006; Choi & Bowles 2007). In short, it is hard to imagine another species that is hyper-competitive. Taking pleasure in the misfortunes of others provides the immediate motivational reward for the delayed and relatively intangible benefits of relative gains to be reaped. Negative social concerns are essential elements of hyper-competitiveness, just as positive social concerns are likely to be essential to human hyper-cooperativeness and ultrasociality (Richerson & Boyd 1998, 2005; Hill et al. 2009).

Self-serving, second-party functional punishment that typifies vengeance and retaliatory aggression likely evolved first. Second-party functional punishment is not uncommon in the animal kingdom; the only thing that sets it apart from simple acts of aggression is the delay in benefits. This is not likely to be such a large step from immediately beneficial behaviours such as harassment, dominance and aggression, though these will entail some cognitive demands such as individual recognition. Altruistic and third-party functional punishment are more cognitively demanding. They will require concern for the welfare and suffering of others, and probably also an awareness of social norms, rules for how one ought to and ought not to behave. However, whether human altruistic and third-party functional punishment may be due, in part, to psychological spite rather than psychological punishment is unresolved. The selection pressure for altruistic and third-party functional punishment of non-cooperative behaviours might have required cultural group selection (Richerson & Boyd 2005), or kin selection wrte large (West et al. 2007, 2008). Whatever the selective pressure, functional punishment of violations of cooperative norms may have only evolved once, and this is a question that begs an answer. Functional spite might lie between second-party and third-party functional punishment, having evolved after the former and before the latter (see Hauser et al. 2009 for an alternative scenario). Cognitively, functional spite would seem to require psychological spite, an ability to assess one’s gains and losses in relative terms and to seek other’s losses as primary goals; it would build upon basic emotions such as anger to produce socially evaluative emotions such as jealousy and schadenfreude. Whether such concerns are exhibited by other animals is a matter of active research and debate (e.g. Brosnan 2006; Silk 2009; Jensen in press). The question is an important one. If functional spite lies on the path between second-party and third-party functional punishment, tracking its evolution will illuminate human hyper-competitiveness, and in turn suggest something about our hyper-cooperativeness. The dark side of human nature may not only be a shadow of the light side, but may be integral to the foundation of large-scale cooperation.
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