Decomposing health: tolerance and resistance to parasites in animals
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Plant biologists have long recognized that host defence against parasites and pathogens can be divided into two conceptually different components: the ability to limit parasite burden (resistance) and the ability to limit the harm caused by a given burden (tolerance). Together these two components determine how well a host is protected against the effects of parasitism. This distinction is useful because it recognizes that hosts that are best at controlling parasite burdens are not necessarily the healthiest. Moreover, resistance and tolerance can be expected to have different effects on the epidemiology of infectious diseases and host–parasite coevolution. However, studies of defence in animals have to date focused on resistance, whereas the possibility of tolerance and its implications have been largely overlooked. The aim of our review is to (i) describe the statistical framework for analysis of tolerance developed in plant science and how this can be applied to animals, (ii) review evidence of genetic and environmental variation for tolerance in animals, and studies indicating which mechanisms could contribute to this variation, and (iii) outline avenues for future research on this topic.
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1. INTRODUCTION

Once infected, hosts can in principle protect themselves from subsequent harm in two ways: they can directly attack parasites and thereby reduce parasite loads, or they can limit the harm caused by a given parasite burden. Plant biologists have long recognized that defence can be decomposed into these two components (Cobb 1894 cited in Schafer 1971; Caldwell et al. 1958; Clarke 1986), and have called them resistance and tolerance, respectively. Under this view, host health and ultimately fitness thus depend not only on the ability of a host to limit parasite burdens (resistance) but also to limit the damage caused by a given parasite burden (tolerance). This distinction recognizes the important fact, which we discuss below, that hosts that are good at reducing parasite burdens are not necessarily the healthiest: hosts can sometimes be quite healthy despite high parasite burdens, or conversely die with parasite loads which others survive.1 We believe that it is widely accepted in the health sciences that pathogen burden and health are not always well correlated, but that the rather profound logical consequences of this decoupling for biomedicine and animal evolutionary ecology have been largely overlooked. We contend that the concept of tolerance as developed by plant biologists, and most importantly the statistical approach they developed to quantitatively distinguish tolerance and resistance, offers much for understanding animal defences against infectious disease.

Why then is it important to distinguish between resistance and tolerance? From a biomedical perspective, the ability to statistically decompose host defences into those directed at pathogen limitation and those directed at damage limitation should lead to improved understanding of the actual causes of pathology. Furthermore, understanding the relationship between resistance and tolerance may be essential where manipulations of host defences by immune interventions or genetic manipulations are being contemplated; for example, if resistance and tolerance are negatively correlated, enhancing resistance may make host health worse. From an ecological and evolutionary perspective, the critical difference between resistance and tolerance is that resistance protects the host at the expense of the parasite, while tolerance saves the host from harm without having any direct negative effects on the parasite. Owing to this fundamental difference, it has been argued that the ecological and evolutionary consequences of resistance and tolerance should differ. First, evolution of resistance should reduce the prevalence of the parasite in the host population, while tolerance should have a neutral or positive effect on parasite prevalence (Roy & Kirchner 2000; Miller et al. 2006; Boots 2008). Second, because resistance has a negative effect on parasite fitness, it
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may impose selection on the parasite to overcome this type of host defence, which in turn may impose selection for improved resistance in the host, leading to antagonistic coevolution between host and parasite (Woolhouse et al. 2002). Tolerance, on the other hand, by definition does not have any negative effect on the performance of the parasite, and so there should not be any selection on the parasite to overcome this type of defence. Several authors have therefore argued that evolution of tolerance should not be expected to result in open-ended antagonistic coevolution (Caldwell et al. 1958; Schafer 1971; Clarke 1986; Rausher 2001; Boots 2008; but see §7). Because resistance and tolerance can be expected to have such radically different effects on the epidemiology of infectious diseases and the coevolution of hosts and parasites, elucidating the relative importance of these two types of defence is key to understanding the ecology and evolution of host–parasite interactions.

During the 1990s, plant biologists developed a rigorous statistical framework to measure the relative importance of resistance and tolerance, and have since found genetic (heritable) and environmentally induced variation in both traits (Simms & Tripplett 1994; Fineblum & Rausher 1995; Tiffin & Rausher 1999; Stowe et al. 2000; Koskela et al. 2002; Kover & Schaal 2002; Strauss et al. 2002; Kniskern & Rausher 2006; Du et al. 2008). Plant scientists continue to pursue studies of tolerance, both owing to the fundamental scientific interest, and owing to the important implications for plant breeding (Rausher 2001). However, the advances by plant scientists have had almost no impact on those studying animal diseases. Immunologists, microbiologists, parasitologists and animal evolutionary ecologists have typically measured either hosts’ ability to limit parasite burdens (i.e. resistance; e.g. Kloosterman et al. 1992; Smith et al. 1999), or the overall ability to maintain health or fitness in the face of infection, irrespective of parasite burden (i.e. the combined effect of resistance and tolerance; e.g. Hill et al. 1991; McGuire et al. 1994; Bisset & Morris 1996; Medina & North 1998). Indeed, these two types of measures are sometimes even used synonymously (Malo & Skamene 1994; Fortin et al. 2002). Only very recently has the possibility of variation in tolerance in the strict sense used in the plant literature received any empirical consideration in studies of animal diseases (Råberg et al. 2007), even though the epidemiological and evolutionary implications of distinguishing between resistance and tolerance have been pointed out by several theoreticians interested in animal diseases (Roy & Kirchner 2000; Fornoni et al. 2004; Restif & Koella 2004).

With the hope of stimulating research on tolerance in animals, including use of its conceptually clear statistical definition, we here (i) describe the statistical framework for the analysis of tolerance developed in the plant literature and how this can be applied to animals, (ii) discuss the semantic problems involved with the term ‘tolerance’, some of which are conceptual, and some of which are an inevitable consequence of attempting to cross disciplines with largely isolated histories, (iii) review the existing evidence for tolerance in animals, and (iv) discuss open questions, particularly the possible costs of tolerance. We conclude with a further discussion of the implications of tolerance for biomedicine and for evolutionary ecology.

### 2. How to Measure Resistance and Tolerance: A Statistical Definition of Tolerance

Here we outline the statistical framework for analysis of resistance and tolerance developed in plant science. Resistance is typically measured as the inverse of infection intensity (number of parasites per host or per unit host tissue); all else being equal, a lower intensity means an animal is more resistant. Tolerance, on the other hand, is usually operationally defined as the slope of a regression of host fitness against infection intensity; the steeper the slope, the lower the tolerance (Simms & Tripplett 1994; Koskela et al. 2002). Thus, a formally more correct verbal definition of tolerance than the one we gave above (‘the ability to limit the damage of a given parasite burden’) is the rate of change in fitness as parasite burden increases. This kind of trait, which describes how individuals of a specified type respond to different environmental conditions (in this case how fitness of a specified host type changes with increasing parasite burden), is commonly known as a ‘reaction norm’ in ecology and evolutionary biology (Schlichting & Pigliucci 1998).

Below we give a more explicit statistical description of how the determinants of host fitness in the presence of parasites can be decomposed into resistance and tolerance, and explain why tolerance is best defined in terms of a reaction norm. For the moment we continue to follow the plant literature in discussing tolerance in terms of host fitness. However, the best choice of response variable is context dependent. In many biomedical contexts, health may be of more direct interest than measures of Darwinian fitness (e.g. lifetime reproductive success). Similarly, in veterinary medicine, productivity or yield may be the most relevant choice, while in an epidemiological context, host survival rather than total fitness is most relevant (unless a parasite is vertically transmitted). We discuss the semantics of tolerance below, but note here that because tolerance can be applied to these different response variables, explicit definitions are key.

In its simplest form, the fitness of host type \(i\) in the presence of parasites can be described by the following equation:

\[
W_i = a_i + b_i I,
\]

where \(W_i\) is fitness of hosts of type \(i\), \(a_i\) is the intercept (i.e. the fitness when uninfected), \(I\) is infection intensity, and \(b_i\) is the slope of the relationship between \(W\) and \(I\), that is, tolerance (cf. Stowe et al. 2000). Thus, the effect of infection on fitness of hosts of type \(i\) is determined by the term \(b_i\). Variation in \(I\) can be determined by both host and parasite factors, as well as external factors such as inoculation dose. If \(I\) differs among host types (all else equal), this means there is variation in resistance. This source of variation in \(I\) can be estimated from an ANOVA of \(I\) against host type. If the slope \(b\) varies among host types, such that the fitness of some types declines faster with increasing burden than that of others, this means there is variation
in tolerance among host types (figure 1a). Formally, this can be detected as a statistical interaction between host type and infection intensity in an ANCOVA (Simms & Tripllett 1994; Tiffin & Rausher 1999; Stowe et al. 2000).

Equation (2.1) and the division of defence into resistance and tolerance take a host-centred view on infection. The term ‘virulence’ is often used to describe the reduction in host fitness caused by infection, and in parasite-centric views is seen as a parasite trait, and in more holistic accounts, as an outcome of the host–parasite interaction (Read et al. 1999). We want to emphasize that tolerance is not just the inverse of virulence (or 1 − virulence). Rather, host resistance and tolerance jointly affect the virulence of infection. In terms of equation (2.1), the virulence of a particular parasite genotype $j$ in a particular host type $i$ is $b_i I_{ij}$, where $I_{ij}$ is the infection intensity of parasite genotype $j$ in host type $i$.

With tolerance defined as a slope, it follows that this trait (by contrast with resistance) cannot be measured on a single animal; instead it must be measured across individuals of a given host type. Thus if one is interested in genetic variation in tolerance, it is necessary to measure fitness of genetically distinct groups of hosts that harbour different numbers of parasites and compare the slopes among the genetic units (e.g. strains or breeds of laboratory or domestic animals, sib groups of outbred wild animals, or individuals carrying a particular allele at a specific locus).

Why then is it important to define tolerance as a reaction norm? The primary reason is that it is only by defining tolerance in this way that one can conclude that fitness differences between host types actually arise, because hosts differ in their ability to limit the damage per parasite. If instead tolerance is measured for a single host as, for example, the residual deviation from a regression of host fitness across a range of infection intensities, one cannot rule out that variation among hosts is caused by factors other than tolerance. To see this, consider the case shown in figure 1b. Here, host types vary in the residual deviation from a common regression line, but the individual regression lines are parallel so there is no interaction between host type and parasite burden. In other words, host types differ in intercept rather than slope. Since the difference in fitness is constant across infection intensities (even when the parasite burden is zero), it can have nothing to do with defence against the parasite in question. Instead the fitness difference must be caused by variation in host traits other than those involved in defence against this particular parasite (Stowe et al. 2000). These other traits can be summarized under the somewhat metaphysical label of ‘general vigour’ (Fry 1993; Stowe et al. 2000), closely related to the concepts ‘resource acquisition’ (van Noordwijk & de Jong 1986; Houle 1991) and ‘condition’ (Rowe & Houle 1996), which are more commonly used in the animal literature. Only by testing for a statistical interaction between host genotype and parasite burden can this important and well-known source of variation be ruled out. As a concrete example, suppose one aims to investigate the tolerance of different cattle breeds to a particular parasite, where the parameter of interest is a production trait such as weight gain. It seems likely that breeds may vary in weight gain even in the complete absence of infection. Thus, variation in weight gain among breeds at a particular parasite load could arise simply owing to this background difference. Comparing the weight gain at a particular parasite load is therefore not informative about the relative ability of breeds to tolerate the parasite. The crucial question is instead, how does the difference in weight gain between breeds change with parasite burden? A significant statistical interaction between load and breed would mean that this difference changes with increasing burden, that is, some breeds are better able to tolerate the parasite.

The reaction norm approach also has another important advantage: it offers the possibility to investigate the shape of the relationship between fitness and infection intensity. Indeed, there is no a priori reason to assume that this relationship should be linear. Importantly, if the relationship between fitness and infection intensity is nonlinear, there may be large differences in fitness between host types even if there is little difference in parasite burden, or vice versa. An analysis that compares the mean fitnesses and infection intensities of different host types can then give the false impression that host types vary in tolerance, when they are in fact just at different positions along a common reaction norm. By using the reaction norm approach, it

Figure 1. Reaction norms for fitness of two host genotypes (A and B) across a parasite burden range. The dots represent individual hosts of genotype A (unfilled) or B (filled). (a) Host genotypes differ in tolerance; A is more tolerant. (b) Host genotypes differ in ‘general vigour’, but not in tolerance.
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is possible to control statistically for this potentially confounding factor (this is most readily done by including a quadratic infection intensity term in the regression; see further §5).

3. CONCEPTS AND TERMINOLOGY

How does this statistical decomposition of the host determinants of health into resistance and tolerance accord with what is known about the mechanistic basis of animal defences? Mechanisms of host defence responsible for reducing parasite burdens (resistance) are well known, and include innate and adaptive immunity. Mechanisms of tolerance are likely to include tissue repair as well as immunological mechanisms. The latter mechanisms can be of several different types. First, tolerance may involve immune responses that are not directed at the parasite itself, but rather at toxins and other harmful substances produced by the parasite (often referred to as ‘anti-disease immunity’ or ‘anti-toxin immunity’; Playfair et al. 1990). Second, it may involve mechanisms that damp down inappropriate host responses and/or limit collateral damage (‘immunopathology’) from otherwise well-directed immune responses. Thus tolerance, as well as resistance, may involve a great variety of mechanisms. Moreover, a particular mechanism may affect both resistance and tolerance. For example, some antibody responses in an individual host’s repertoire may target the parasite itself, while others target toxins. In fact, a particular mechanism may affect both resistance and tolerance simultaneously. For instance, pro-inflammatory cytokines may stimulate immune responses that attack the parasite (i.e. enhance resistance) but at the same time lead to increased collateral damage (thus reducing tolerance), as discussed in more detail below (see §4c).

The division of host defence into resistance and tolerance should be seen as complementary, rather than alternative, to a division based on mechanistic details. While a division of host defence strategies based on mechanisms (e.g. innate versus adaptive immunity; B versus T cell-mediated immunity) is clearly useful for many purposes, the more conceptual division into resistance and tolerance is arguably more helpful for understanding the health consequences of infection, and the ecological and evolutionary interactions between hosts and parasites.

The term tolerance is used by many in the biomedical community to mean things other than what we and the plant science community mean. For example, in studies of trypanosomes in cattle, different breeds are often classified as tolerant or non-tolerant, but here tolerance describes the overall effect of infection on disease severity and host fitness, irrespective of parasite burden (Naessens 2006). In immunology, tolerance is often taken to mean immunological non-responsiveness: an individual is tolerant to a particular antigen if s/he does not mount an immune response to it. By this definition, most hosts are tolerant of self-antigens (Roitt et al. 1993), as well as parasite antigens when non-responsiveness is mediated by, for example, T-regulatory cells (Schwarz 2005). Yet a different definition is the ability to avoid immunopathology (Boutlis et al. 2006). Although the current usage of tolerance and other related terms in biomedicine sometimes approaches the meaning we propose, there is a crucial difference: in none of these cases has tolerance been explicitly defined as the ability to limit the health or fitness consequences of a given parasite burden. This latter definition is useful because it makes tolerance and resistance two different but complementary traits that together determine how well a host is protected against parasites.

Given that tolerance already has divergent definitions in biomedicine, none of which align with our definition, it is reasonable to ask why we do not use another word. We do not for the following reasons. First, the plant science definition of tolerance has a long pedigree, and it is now very precisely and quantitatively defined. Second, tolerance already means a variety of things to different animal disease biologists, so we are adding negligible additional confusion (indeed, we think the statistical definition is adding novel precision). Third, obvious alternatives (e.g. resilience, endurance) already have other meanings.

Actually, this semantic problem is a particular instance of a general problem in host–parasite science: critical words are often used by different scientific communities in contrasting ways. For instance, virulence to animal evolutionary biologists is reduction in host fitness following infection, while to plant biologists, it is the ability to replicate in host tissue (for other uses of virulence see Read et al. (1999)). Similar problems apply to ‘susceptibility’, ‘immunopathology’, ‘resistance’, ‘sensitivity’, ‘pathogenicity’ and even ‘disease’. This terminological chaos arises in large part owing to the quite separate traditions, educational cultures and historical development of medicine, immunology, microbiology, plant science, parasitology, ecology and evolution. None of this makes interdisciplinary communication easy, but we do not think it otherwise ultimately matters much, so long as each contentious term is defined rigorously in any given context. Above we have given such a definition of our usage of tolerance (it is the b in equation (2.1)). We note that precise, mathematical definitions are rare in biomedicine, and so in a sense the label one attaches to that term is not terribly important. The label we choose to attach is the one used by plant biologists, who have priority.

4. EMPIRICAL EVIDENCE

Here we review studies showing evidence for variation in tolerance in animals. We focus on genetic variation, but also provide an example of an environmental factor that can affect tolerance. In §4c we review gene knockout studies, which not only demonstrate tolerance but also give some hints about possible mechanisms.

(a) Genetic variation

Among the most well-studied parasites are protozoans of the genus *Plasmodium*, which cause malaria in a wide range of animals, including mammals, birds and reptiles. A recent study by Råberg et al. (2007) applied the statistical framework for analysis of tolerance developed by plant biologists to a rodent malaria model, *Plasmodium chabaudi* in laboratory mice. The
study used five different strains of mice that had previously been shown to differ in resistance. To generate variation in infection intensity, and thereby increase the statistical power to detect a host genotype–parasite burden interaction, mice were infected with one of three different parasite clones that vary in the infection intensity they induce, or left uninfected. Resistance was measured as the inverse of peak parasite density. The most often measured effects of infection on host health in this system are anaemia and weight loss, and both are good predictors of mortality (Mackinnon & Read 2004). Hence, tolerance was measured as the slope of a regression of anaemia or weight loss against peak parasite density. In the case of both anaemia and weight loss, the slopes of these regressions differed between mouse strains, revealing variation in tolerance among mouse strains (figure 2).

We are unaware of any other studies that have used the reaction norm approach to test for tolerance in animals. Indeed, there are to the best of our knowledge no other studies that have explicitly looked for tolerance in the sense of the ability of different host genotypes to limit the effect of a given burden. Still, a number of studies of other host–parasite systems show results that are consistent with genetic variation for tolerance. Perhaps the most convincing evidence for genetic variation for tolerance in a natural host–parasite system comes from studies of human malaria. Several different monogenic disorders in humans have been shown to protect against malaria. These include, among other mechanisms, various types of haemoglobinopathies, such as HbS (which causes sickle cell disease in its homozygous state) and $\alpha^+${-thalassaemia (Williams 2006). As for HbS, there is good evidence that the protective effect is due to resistance: individuals carrying the mutation have lower parasite densities (Aidoo et al. 2002; Williams et al. 2005a). In contrast, $\alpha^+${-thalassaemia does not affect parasite densities, but nevertheless reduces the incidence of severe disease (including, e.g. cerebral malaria; Allen et al. 1997; Mockenhaupt et al. 2004; Williams et al. 2005b), probably at least partly because anaemia at high parasite loads is alleviated (Wambua et al. 2006).

In other words, it seems HbS increases resistance, while $\alpha^+${-thalassaemia enhances tolerance. Even though these studies strongly suggest that $\alpha^+${-thalassaemia causes variation for tolerance, one cannot yet definitely rule out alternative explanations, mainly because the classification of ‘severe malaria’ is based on both measurement of infection intensity and clinical manifestation of disease symptoms; thus resistance and tolerance are partly confounded in the currently published analyses.

Another important protozoan parasite is Trypanosoma, which causes Chagas’ disease and sleeping sickness in humans (Trypanosoma cruzi and Trypanosoma brucei, respectively), and nagana in cattle (T. brucei and Trypanosoma congolense). Studies of both T. cruzi and T. congolense have found infection intensity, disease severity (measured as anaemia or weight loss) and mortality to be correlated across mouse strains (Graefe et al. 2003) and cattle breeds (Paling et al. 1991), indicating that resistance is an important determinant of host health and fitness. However, crossing and gene mapping studies in mice and cattle have shown that parasitaemia and mortality are at least partly controlled by different loci (Degee et al. 1988; Hanotte et al. 2003). Hence, it seems likely there is genetic variation not only for resistance but also for tolerance. Similarly, a gene mapping study of susceptibility to Toxoplasma gondii (a protozoan zoonotic disease) in laboratory mice showed that completely different loci were associated with resistance (measured as number of cysts in the brain) and survival (Johnson et al. 2002).

Beyond the protozoa, there are other apparent examples of genetic variation for tolerance. For instance, several different species of the bacteria genus Borrelia cause Lyme disease, one of the most important vector borne diseases of humans in temperate regions. Studies of mouse models of this disease have found that mouse strains differ in resistance. However, there is also evidence of variation in tolerance. For example, C57BL/6N and C3H/He mice have similar levels of spirochetes in tissues, but C3H/He develop much more severe pathology (arthritis; Ma et al. 1998).

Figure 2. Inbred strains of laboratory mice differ in tolerance to the rodent malaria parasite P. chabaudi. (a) Tolerance measured as the slope of minimum red blood cell (RBC) density (log-transformed) against peak parasite density. (b) Tolerance measured as the slope of minimum weight (log-transformed) against peak parasite density. In the case of both minimum RBC density and weight, ANCOVAs revealed highly significant interactions between mouse strain and parasite density. The ranking of the slopes for minimum RBC density and weight is the same, indicating that the two forms of tolerance are positively correlated ($r = 1.0, p < 0.05$). From Råberg et al. (2007). Up triangles, DBA/1 mice; down triangles, NIH; circles, A/J; pluses, CBA; crosses, C57.
A recent paper on fruit flies provides strong evidence that invertebrates may also show variation for tolerance. Corby-Harris et al. (2007) infected eleven different lines of Drosophila melanogaster with the bacteria Pseudomonas aeruginosa, a common insect pathogen. There were highly significant differences among lines for both bacterial load and survival time. However, these two traits were completely uncorrelated across lines, suggesting that tolerance rather than resistance determines survival.

(b) Environmental variation
A potentially important environmental determinant of tolerance to a given infection is the simultaneous presence of other infections. Coinfecting parasites impact upon each other in many ways. Immune-mediated interactions are common and can affect parasite densities and host health independently (Page et al. 2006). Helminths, for example, often induce suppressive types of immune responses that benefit their own survival (Maizels et al. 2004) but have so-called ‘bystander effects’ on responses to other infections (Hartgers & Yazdanbakhsh 2006; Kamal & Khalifa 2006). Helminths can thus reduce the resistance of mice to microparasites (Helmy et al. 1998; Su et al. 2005). Crucially, immune responses to helminth co-infection can also decrease (Buendia et al. 2002; Furze et al. 2006) or increase (Marshall et al. 1999; Graham et al. 2005b) the severity of microparasite-induced disease without altering microparasite density. Helminth co-infection therefore has the potential to cause variation in tolerance. In fact, it seems that in some cases, helminth co-infected hosts may be at once less resistant to and more tolerant of microparasitic infection. For example, helminth co-infected hosts may be more prone to high malaria densities (i.e. less resistant), but less prone to the immunopathological symptoms of cerebral malaria (i.e. more tolerant; Specht & Hoerauf 2007). Indeed, these opposing effects of co-infection on the determinants of host health may be the crux of the recent debate about how concurrent helminth infection affects the course of human malaria (Specht & Hoerauf 2007).

Such data do not of course reveal natural genetic variation, but they do demonstrate that animals possess mechanisms of disease control which do not simply involve reductions in parasite burden. These data also provide some strong hints of the sort of biological mechanisms that can underpin tolerance.

In many human diseases, a considerable proportion of the harm is due to the host’s immune response rather than a direct effect of the parasite replicating in host
tissue (Graham et al. 2005a). If the extent of such immunopathology for a given parasite burden varies among host genotypes, this could result in variation in tolerance. This scenario is well supported by infection experiments with knockout mice. A number of such studies have shown that deletion of particular immune defence genes may have an effect on host health or fitness, even though there is no measurable effect on parasite burden. For example, Li et al. (1999) found that mice deficient in IL-10 (interleukin-10; an anti-inflammatory cytokine) and wild-type mice had similar burdens of P. chabaudi, but knockouts had much higher mortality rates. Thus, there was no difference in resistance, but IL-10 knockouts nonetheless suffered more from the infection. In some cases, gene deletion has even been found to have opposing effects on resistance and health/fitness (table 1). For instance, in an infection experiment with T. cruzi, Hölscher et al. (2000) found that mice deficient in IL-10 had lower infection intensity but higher mortality than normal mice. These results strongly indicate that presence/absence of IL-10 causes variation for tolerance. Similar results have been obtained in knockout studies of other genes that, like IL-10, are directly involved in regulating inflammation: IFN-γ (Ostler et al. 2002), 5-lipoxygenase (Aliberti et al. 2002) and iNOS (Ehlers et al. 2001).

Immune genes encoding receptors such as major histocompatibility complex (MHC), whose role is to recognize parasite-derived molecules, could also affect tolerance. A host with the right receptor (allele) for a particular parasite could probably mount a more specific response, which should reduce immunopathology caused by collateral damage. Evidence for this scenario comes from a study of Theiler’s murine encephalomyelitis virus. This virus infects the central nervous system and is used as an animal model of multiple sclerosis. Drescher et al. (1998) found that transgenic mice possessing a particular human MHC gene showed much reduced pathology (breakdown of nervous tissue) compared with controls, even though transgenes and controls had similar virus titres.

Other factors that may affect tolerance include mechanisms involved in the scavenging of damaging molecules and the repair of tissue destroyed by parasites (or host immune responses). In the case of malaria, a possible example of such a mechanism is haem oxygenase-1 (HO-1) (table 1): the destruction of red blood cells during malaria infection results in release of free haem, which is cytotoxic. HO-1 transforms haem into non-toxic compounds. A study with knockout mice lacking the gene encoding HO-1 showed that this enzyme protects the host against cerebral malaria without affecting parasite densities (Pamplona et al. 2007). However, the immune system is also indirectly involved in this case: haem causes disruption of the blood–brain barrier, which activates leukocytes (specifically CD8+ T cells), which in turn may lead to cerebral malaria (Pamplona et al. 2007). Thus, genes that are not primarily immune defence genes may affect tolerance via inflammatory processes.

Taken together these infection experiments with knockout mice indicate that genes that are directly or indirectly involved in immune responses can affect tolerance. Many of the genes in these pathways are known to be polymorphic in humans (Hill 2001), so it is clearly possible that they may also contribute to tolerance variation in natural populations. Either way, their very existence, revealed by these sorts of experiments, demonstrates that a substantial component of host defence may be involved in tolerance rather than resistance.

Knockout studies have also revealed the existence of tolerance mechanisms in invertebrates. Ayres et al. (2008) infected over 1000 mutant lines of D. melanogaster with the intracellular bacterial pathogen Listeria monocytogenes. Eighteen mutants were more likely to die from infection than the wild-type. Infection intensities in 12 of these were elevated, suggesting these mutants had defective resistance pathways. The remaining six were more likely to die from infection in the absence of elevated pathogen titres. These mutants therefore seem likely to have defects in tolerance pathways. The powerful tools available to fly geneticists should soon reveal what these pathways are.

5. PRACTICAL ISSUES IN THE MEASUREMENT OF TOLERANCE

We argued in §2 that the reaction norm approach is the best way to demonstrate variation in tolerance. But even with that approach, there are some factors that can lead to spurious variation for tolerance; we here discuss how these potential problems can be addressed. To simplify the discussion, we assume that the experimental aim is the elucidation of genetic variation in tolerance, and hence that comparisons of tolerance are being made across host genotypes. The issues are the same when comparison of tolerance is being made across any other host types (e.g. hosts raised in different conditions, or different ages or gender).

First, it is important to measure parasite burden in such a way that it accurately reflects host resistance; otherwise it may not be possible to unambiguously distinguish between resistance and tolerance. In experimental studies, the most commonly used measure of parasite burden is the density at the peak of infection. However, measuring the ability to control peak parasite density does not necessarily take all aspects of resistance into account. For example, there may also be variation in clearance rate, which is clearly a component of resistance. Importantly, if host genotypes vary in clearance rate, but only peak density is measured, variation in resistance may be interpreted as tolerance. This problem can be overcome if an appropriate summary measure of parasite burden during the course of the infection can be found. This might for example be the average parasite density or the total number of parasites accumulated up to the time point when disease severity or fitness is measured.

Second, it is crucial to test whether reaction norms are linear or nonlinear. If reaction norms are nonlinear, as revealed, for example, by a statistically significant quadratic infection intensity term, a couple of interesting complexities arise:

(i) In the case of nonlinear reaction norms, a statistical interaction between host genotype and either the linear or quadratic term in the
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regression would indicate genetic variation for tolerance. If the interaction only involves the linear infection intensity term, tolerance can still be quantified as the linear coefficient. However, if the interaction involves the quadratic term, it is less straightforward to quantify a host genotype’s tolerance (figure 3a). One solution is to scale the reaction norms for different host genotypes so that they have the same intercept (to avoid the general vigour problem), and then use the area under the curve as a measure of tolerance (where a larger area means higher tolerance; Pilson 2000).

(ii) If the reaction norm is nonlinear and the average infection intensity differs between host genotypes (which could occur if genotypes differ in resistance), fitting only a linear term in the regression can produce both a falsely significant interaction and a spurious correlation between tolerance and resistance (Tiffin & Inouye 2000; figure 3b). To be able to rule out this potential problem, it is crucial to have a large overlap in parasite burden between host genotypes. In studies of plant tolerance to herbivory, this can be achieved by experimentally imposing fixed levels of damage (Tiffin & Inouye 2000). However, when working with parasites, it is rarely possible to experimentally control infection intensities at fixed levels (because intensities are determined by dynamic interactions between the host and parasite). Still, it may often be possible to experimentally enhance the variation in infection intensity by using, for instance, several different parasite clones that vary in the infection intensity they induce (Råberg et al. 2007), chemotherapy to artificially reduce burdens in some animals, or to infect animals with different doses of the same parasite strain (Timms et al. 2001).

Third, when infection intensities cannot be experimentally controlled at fixed levels (which they usually cannot; see above), there is a risk that estimates of tolerance are biased by an unmeasured factor that affects both infection intensities and fitness independently of each other (Tiffin & Inouye 2000). As long as any such factor affects all host genotypes in the same way, this will not influence estimates of genetic variation for tolerance. However, it may inflate estimates of genetic variation for tolerance if there is a genotype-by-environment (G×E) interaction for the host’s response to the unmeasured factor (Tiffin & Inouye 2000). This could be a problem when the magnitude of the genotype-by-environment interaction for this unmeasured variable is large relative to the effect of infection intensity on fitness; otherwise the effect on estimates of tolerance should be small (Tiffin & Inouye 2000). This potential problem has not received much attention in the plant literature, so further work is clearly required before it is possible to judge how important it is. For the moment we suggest that the best one can do to avoid or at least minimize this potential problem is to (i) conduct studies in homogenous environments, ideally in the laboratory (to limit the magnitude of any interactions between host genotype and unknown environmental variables) and (ii) enhance the variation in infection intensities experimentally, for example by using a range of different parasite genotypes or inoculation doses (because the more of the variation that is due to factors controlled by the experimenter, the less the scope for confounding effects of unmeasured environmental variables).

6. OPEN QUESTIONS

In this section, we provide a list of issues that seem to us to be the most important for further empirical work.

(a) Do animals generally show variation in tolerance?

As reviewed above (§4), a number of studies indicate that animals may show genetic as well as environmental variation in tolerance to a wide range of parasites. However, with the exception of the study on rodent malaria by Råberg et al. (2007), these studies have not aimed to study tolerance, and have therefore usually not addressed potentially confounding factors. In many of the cases, it is therefore difficult to completely rule out alternative explanations for the observed patterns.

Figure 3. (a) Reaction norms of different host genotypes (A and B) differ in shape, that is, there is a statistical interaction between host genotype and the quadratic infection intensity term. In such cases, it may be difficult to rank the tolerance of different host types. For illustration purposes, we show an extreme example where one host genotype has a convex reaction norm while the other has a concave norm; more subtle differences are perhaps more likely in reality. (b) If the range of parasite burdens differs between host genotypes (A and B), and the overall reaction norm (dashed curve) is nonlinear, an analysis that only considers linear relationships may yield the incorrect conclusion that host genotypes vary in tolerance (in this case that B is more tolerant than A) (Tiffin & Inouye 2000).
Moreover, most of the studies above concern laboratory or domestic animals and are therefore not necessarily informative about the amount of tolerance variation in nature. More studies explicitly testing for tolerance by employing the statistical framework developed in plant biology are clearly needed before it is possible to draw any firm conclusions regarding the contribution of genes and various environmental factors to variation in tolerance in animals. In particular, we eagerly await studies of tolerance in natural host–parasite systems. Beyond merely demonstrating statistically significant variation for tolerance among host genotypes or phenotypes, it would also be interesting to investigate the relative importance of resistance and tolerance, that is, how much of the variation in health or fitness during infection can be attributed to each of these components of defence?

(b) Does tolerance have costs?
If tolerance is heritable, what prevents hosts from evolving perfect tolerance (so that $b = 0$ in equation (2.1))? One factor that could constrain the evolution of tolerance is if it has not only fitness benefits, but also costs to the host (Strauss & Agrawal 1999; Stowe et al. 2000; Fornoni et al. 2004; Miller et al. 2006). In principle, such costs could come about in several different ways.

First, higher tolerance may lead to reduced fitness in the absence of parasites. In the plant literature, this is often referred to as ‘allocation costs’ (Stowe et al. 2000). Allocation costs are expected to arise simply because maintenance of the physiological mechanisms that enhance tolerance requires resources, which means resources have to be allocated from other fitness enhancing traits. This type of cost can be detected as a negative genetic correlation between tolerance and fitness in the absence of parasites, that is, a negative correlation between the intercept and slope in equation (2.1) (see figure 4a). Several plant studies have found evidence for this type of cost, in the context of tolerance to parasites and pathogens (Simms & Tripplett 1994; Koskela et al. 2002), as well as herbivores (Tiffin & Rausher 1999). It is important to note that it is not straightforward to obtain a correct estimate of the correlation between the intercept and slope, because these two parameters are not independent (Tiffin & Rausher 1999).

Second, costs of tolerance may be expressed in the presence of parasites in the form of a negative genetic correlation between tolerance and resistance, that is, more resistant genotypes are less tolerant and vice versa (figure 4b). A negative genetic correlation may be a result of either antagonistic pleiotropy or linkage disequilibrium between different loci (Stowe et al. 2000). Antagonistic pleiotropy means that a single gene has opposing effects on different traits. Linkage disequilibrium may arise when correlational selection favours particular combinations of two traits. This form of selection can build up and maintain linkage disequilibria resulting in genetic correlations between traits (although recombination will make these correlations decay rapidly if selection is relaxed; Sinervo & Svensson 2002). Correlational selection may operate in the present context because resistance and tolerance are mutually redundant traits; a completely resistant host cannot improve its defence by enhancing its tolerance, and vice versa. Thus, natural selection should be expected to favour either high resistance and low tolerance, or high tolerance and low resistance, or some combination of intermediate values of both traits, but not maximal (or minimal) values of both resistance and tolerance (Fornoni et al. 2004; Restif & Koella 2004). It is important to elucidate the underlying cause of a negative genetic correlation, because a correlation caused by antagonistic pleiotropy represents a more severe constraint on adaptive evolution than one caused by linkage disequilibrium (Rausher 1996). In plants, a negative genetic correlation between resistance and tolerance has so far only been demonstrated in the context of defence against herbivory, and only in two studies (Fineblum & Rausher 1995; Stowe 1998). The relative importance of antagonistic pleiotropy and correlational selection for generating these correlations is as yet unknown.

Both allocation costs and negative genetic correlations between tolerance and resistance may be important in animal tolerance. The study of human malaria in Kenya provides some indication that higher tolerance may carry a cost in the absence of parasites (i.e. an allocation cost): Wambua et al. (2006) found that individuals hetero- or homozygous for δ-thalassaemia had lower haemoglobin concentration when uninfected compared with individuals homozygous for the wild-type (see fig. 2 in...
Wambua et al. (2006). Evidence that tolerance may be costly in the currency of resistance comes from the study of rodent malaria in laboratory mice by Råberg et al. (2007). Here, there was a negative correlation between tolerance and resistance across mouse strains (i.e. a genetic correlation). The fact that several infection experiments with knockout mice have found that deletion of particular immune defence genes may have opposing effects on resistance and health/fitness (table 1) suggest that this correlation may be a result of antagonistic pleiotropy.

(c) **What is the genetic basis for tolerance in animals?**

In plants, where tolerance has been studied for a long time, genes conferring tolerance have not yet been identified at a molecular level, despite their commercial importance (Rauscher 2001). The availability of a wide range of knockout and transgenic mice offers a unique possibility to elucidate the genetic basis of tolerance variation in animals. The knockout studies reviewed above suggest that genes that have the potential to affect tolerance are usually at least indirectly involved in immune function. This pattern may be real, or may be a result of the fact that infection experiments with knockout mice have, for natural reasons, largely focused on these types of genes. We think it is likely that a range of other mechanisms will also be involved, particularly those affecting the speed of tissue repair. For instance, genetic differences in the rate of erythropoiesis will surely underpin at least some of the variations in anaemia caused by malaria.

(d) **Can patterns of resistance and tolerance be interpreted in an adaptive framework?**

A natural hypothesis is that the fitness benefits and costs of resistance and tolerance vary across environmental conditions, favouring different combinations of these two components of defence under different circumstances. For example, it has been argued that a high rate of infection but low virulence should select for host tolerance, whereas the opposite should favour resistance (Restif & Koella 2004). Similar adaptive scenarios can be envisaged for variation in host reproductive status, body condition, etc., which could lead to phenotypic plasticity in tolerance. How much of the variation in tolerance within and across populations can be interpreted in terms of such adaptive variation? This question could be addressed with comparative analyses as well as experimental manipulations of host phenotypes.

(e) **How should parasite factors be incorporated?**

Throughout, we have taken the host-centric viewpoint that tolerance is determined primarily by host factors, so that it makes sense to speak of more or less tolerant hosts. Yet it is quite possible that there might be some kind of interaction between host genotype and parasite genotype, so that a particular host genotype that is tolerant to one parasite strain is less tolerant of another and vice versa. Decomposing the causal elements of host health into host resistance, host tolerance, various parasite factors, and the interactions between all these elements is a major challenge.

7. CODA

Experiments analogous to those of Råberg et al. (2007) could relatively easily address many of the questions we have raised above. If tolerance turns out to be an important feature of animal defence, as we suspect, it will become important to investigate the ecological and evolutionary consequences of tolerance versus resistance in more detail. In particular, our understanding of how tolerance affects the coevolution between host and parasites is still rudimentary. As briefly mentioned in §1, a number of authors have argued that since tolerance does not have any direct negative effects on the performance of the parasite, it should not select for countermeasures in the parasite (Caldwell et al. 1958; Schafer 1971; Clarke 1986; Rauscher 2001). Consequently, tolerance, unlike resistance, should not fuel antagonistic coevolution. This verbal argument has been around for half a century, yet this question has to our knowledge not been thoroughly analysed even in theory. In fact, there are reasons to suspect that this view is not entirely correct. One could imagine that evolution of tolerance may impose selection on the parasite after all, because tolerance reduces the chances a virulent strain will truncate its infectious period by killing its host. Assuming virulence is correlated with transmission rate, which it often is (Mackinnon et al. 2008), tolerance should therefore favour more virulent parasites (Miller et al. 2006). More virulent parasites could, in turn, select for further increases in tolerance. Thus, it is after all not inconceivable that evolution of tolerance may result in host-parasite coevolution. Nonetheless, we note that, by contrast with coevolution involving resistance, this tolerance ‘coevolution’ is not antagonistic in the sense of countermeasure matching countermeasure. We suspect that, if tolerance-virulence coevolution occurs, it will therefore result in a new stable equilibrium rather than the open-ended non-equilibrium dynamics typical of antagonistic coevolution. However, this issue requires further theoretical work: intuition alone is an alarmingly poor guide in host-parasite dynamics (Read et al. 1999).

A question that is related to the issue about tolerance and coevolution is what the evolutionary dynamics of tolerance are. One of the most interesting implications of tolerance is that, as a defence mechanism, it is theoretically more likely to go to fixation than a resistance mechanism (Roy & Kirchner 2000). This is because resistance mechanisms work by eliminating parasites, thus reducing the very selection pressures that favoured them in the first place. Consequently, as a particular resistance mechanism nears fixation in a population, parasites should die out or change, rendering the resistance mechanism in question either unnecessary or useless. By contrast, tolerance does not eliminate the selective pressure that favoured it (parasites) and so it can more easily go to fixation (although variation can still be maintained if tolerance is costly enough; see §6). This insight raises an important possibility: are the majority of host defence mechanisms that have occurred during evolution in fact tolerance mechanisms? Perhaps a very important reason for hosts not getting sicker following infection is because an endless succession of tolerance mechanisms has become fixed in populations. Is the focus on resistance mechanisms not simply because...
parasite killing is more readily observed but also because also any particular resistance mechanism is less likely to go to fixation and so is more frequently variable and detectable? Tolerance may in fact be more important over evolutionary time.

Work on tolerance should also be relevant beyond academic evolutionary ecology. As Rausher (2001) has pointed out in the context of plant diseases, the possibly different coevolutionary outcomes prompted by tolerance and resistance raise the prospect that different manipulations of host defences may be more or less evolution-proof. By not imposing selection for pathogen countermeasures, public or animal health interventions that increase tolerance may be less likely to be eroded by pathogen evolution than interventions that increase resistance. In the agricultural sector, attempts to select for increased yield in the face of parasite challenge may come to nothing (or even make things worse) if there is a trade-off between resistance and tolerance. And finally, a key issue in disease epidemiology is the existence of 'superspreaders', that is, hosts that are responsible for a disproportionately large number of secondary cases (Lloyd-Smith et al. 2005; Matthews et al. 2006). Identifying and removing superspreaders has a massive impact on disease incidence. Are superspreaders tolerant hosts in largely resistant populations?
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ENDNOTE

1Throughout, we use the terms pathogen and parasite interchangeably, to make the point that we are inclusively talking about all infectious agents, irrespective of the discipline that studies them. Microbiologists, ecologists and parasitologists also use different terms to mean the number of pathogens/parasites per host or per unit of host tissue, so we interchangeably use titre, load, burden and intensity, again to avoid the implication we are talking about any particular group of infectious agents.
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