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Many hosts are infected by several parasite genotypes at a time. In these co-infected hosts, parasites can interact in various ways thus creating diverse within-host dynamics, making it difficult to predict the expression and the evolution of virulence. Moreover, multiple infections generate a combinatorial diversity of cotransmission routes at the host population level, which complicates the epidemiology and may lead to non-trivial outcomes. We introduce a new model for multiple infections, which allows any number of parasite genotypes to infect hosts and potentially coexist in the population. In our model, parasites affect one another’s within-host growth through density-dependent interactions and by means of public goods and spite. These within-host interactions determine virulence, recovery and transmission rates, which are then integrated in a transmission network. We use analytical solutions and numerical simulations to investigate epidemiological feedbacks in host populations infected by several parasite genotypes. Finally, we discuss general perspectives on multiple infections.

1. Introduction

There is increasing evidence that multiple parasite strains or species infecting the same host is a common context of parasitism in the wild [1–4]. These co-infections occur for several host–parasite interactions that range from bacteria infected by bacteriophage viruses to animals or plants infected by viruses, bacteria or worms [5,6]. In addition to being a major concern in public health, human and veterinary medicine and phytopathology, co-infections are also a challenging subject for ecology and evolution. In a co-infected host, the different strains or species of parasites (hereafter referred to as ‘genotypes’) can interact in various ways [7–9]. For instance, some symbiont bacteria produce siderophores that harvest iron for the whole microbiota [10], whereas others produce bacteriocins that break down the bacterial cell envelope [11]. Such processes generate diverse within-host dynamics that make it difficult to predict the evolution or even sometimes the expression of the ‘overall virulence’ [12,13], i.e. the additional host mortality rate in the co-infected host. Moreover, considering multiple infections at the host population level generates a combinatorial diversity of (co)transmission routes, which complicates the epidemiology. This can lead to non-trivial outcomes of epidemics involving multiple genotypes.

The unpredictable outcome of the within-host interactions between parasites and the combinatorial complexity of the cotransmissions are probably the two main reasons why the vast majority of epidemiological models still lean on classical SIR (susceptible, infected, removed) models [14,15] which consider only one parasite genotype infecting a population of hosts. Models allowing for several genotypes are often restricted to two strains [16,17] or arbitrarily choose between a superinfection pattern [16,18] and a co-infection pattern [12,17,19]. In superinfections, parasite genotypes cannot coexist within the host and one always outcompetes the others. In co-infections, within-host coexistence is made possible but these models usually rely on strong assumptions such as...
no within-host interactions [19], fixed relatedness [20] or epidemiological equivalence between genotypes [21].

Physiological and epidemiological observations render the state of the art of modelling multiple infections unsatisfying. For instance, it is obvious that dividing the reality between co-infections (always coexistence) and superinfection (never coexistence) is oversimplifying. In several pathogens, for instance, coexistence can be only transitory and one of the genotypes can eventually exclude the others, as shown in the case of rodent malaria [22]. Furthermore, arbitrarily limiting the number of genotypes per host to two is oversimplifying, as shown, for example, in the case of human malaria [3]. A final unsatisfying model limitation is that parasites only interact through one type of process. Yet, it is known that bacteria, for instance, can simultaneously compete for host resources, produce public goods (PGs) and spite [23].

Here, we develop a new model for multiple infections, which captures many kinds of within-host outcomes, while allowing for an arbitrary number of parasite genotypes. We based our approach on nesting the within-host parasite growth into the between-host epidemiology. Nested models have already been investigated in epidemiology to study multiple infections, either by modelling exploitation competition through host resource use [24], or immune cell infection dynamics by viruses [25,26]. However, existing nested models (reviewed in [27]) often ignore several within-host processes, such as within-host parasite interactions, and force the outcome of infection (superinfection or co-infection). By explicitly allowing parasite genotypes to affect one another’s within-host growth in more than one way, through the production of PGs, spite, competition for host resources or interactions with the host immune system, we do not need to make assumptions such as superinfection or co-infection. Such states appear as outcomes of the within-host interactions. We then use these within-host outcomes to define infection, recovery and death rates, allowing for partial cotransmission (i.e., we do not impose constraints on which genotype combination an infected host transmits) and numerically simulate epidemics.

We show that relaxing assumptions commonly made leads to rich and complex behaviour of the epidemics, because of epidemiological feedbacks. Such feedbacks could not be captured by previous models based solely on within-host dynamics [20] because they failed to integrate the between-host level. Here, we also propose a methodology to capture these feedbacks when estimating the basic reproduction number, which is the number of secondary infections to capture these feedbacks when estimating the basic reproduction number, that is the number of secondary infections the between-host level. Here, we also propose a methodology (reviewed in [27]) often ignore several within-host processes, such as within-host parasite interactions, and force the outcome of infection (superinfection or co-infection). By explicitly allowing parasite genotypes to affect one another’s within-host growth in more than one way, through the production of PGs, spite, competition for host resources or interactions with the host immune system, we do not need to make assumptions such as superinfection or co-infection. Such states appear as outcomes of the within-host interactions. We then use these within-host outcomes to define infection, recovery and death rates, allowing for partial cotransmission (i.e., we do not impose constraints on which genotype combination an infected host transmits) and numerically simulate epidemics.

2. Within-host dynamics

The first challenging step is to model the within-host growth of an arbitrary number of unrelated genotypes by taking into account several processes. Indeed, current models typically, though not always, only involve a single process and/or at most two genotypes. To this end, we assume that the parasite load of each genotype follows a quadratic ordinary differential equation (ODE) inspired by the classical framework of population dynamics [29]. Besides constant basic growth and density-dependent feedback, we allow the instantaneous parasite growth to be affected by molecules they produce: PGs and spite. We present the equations and main assumptions before solving the system at steady state.

We consider an arbitrary number \( n \in \mathbb{N}^* \) of parasite genotypes, which are not necessarily related nor from the same species (all the notations used thereafter are summarized in the electronic supplementary material, appendix A). Each genotype is defined by a set of within-host traits, which are assumed to be constant (no plasticity). We denote \( G := \{1, \ldots, n\} \) the set of parasite genotypes (where \( i = \) means ‘equals by definition’). We wish to model the variation with continuous time \( t \in \mathbb{R}_+ \) of the parasite load vector \( x := (x_k(t))_{k \in G} \) in a host co-infected by all \( n \) genotypes.

(a) Public production dynamics

Parasites such as symbiotic bacteria can produce and secrete molecules in the (within-host) environment [13]. Because any genotype can be affected by molecules produced by another genotype, we refer to these as public productions (PPs). PP can have positive effects on the growth of the receiver. This is the case for siderophores [30] and more generally, what we refer to as PGs [9]. PPs can also be detrimental to the receiver as in the case of bacteriocins [11] and we refer to this as spite [31]. We assume each genotype can produce at most one type of PG and one type of spite, implying there are \( 2n \) concentrations of molecules that also vary with time, respectively, \( g := (G_i(t))_{i \in G} \) for PG and \( z := (Z_i(t))_{i \in G} \) for spite. We assume that PPs are produced by the parasites at a constant rate, independently of the current PPs, and are cleared in a non-specific but concentration-dependent way at a standard rate \( v \). Overall, the dynamics of the PP concentrations follow

\[
\begin{align*}
\frac{dx}{dt} & = v (U x - g) \\
\frac{dz}{dt} & = v (V x - z)
\end{align*}
\]

where \( U := \text{diag}(u_{ij})_{i \in G} \) and \( V := \text{diag}(v_{ij})_{i \in G} \) are the diagonal matrices of PP production rates standardized by \( v \).

(b) Parasite load dynamics

PGs increase parasite growth rate, while spite molecules decrease it. We assume that these effects linearly depend on the molecule concentrations, which are spatially homogeneous. One type of PP can have different effects depending on the genotype of the receiver. We can define the matrix of PG effects on growth rate \( \Gamma := (\gamma_{ij})_{i,j \in G} \), where \( \gamma_{ij} > 0 \) is the effect of the PG type produced by genotype \( j \) on the growth rate of genotype \( i \). Likewise, \( \Sigma := (\sigma_{ij})_{i,j \in G} \) is the matrix of spite effects on growth rate, where \( \sigma_{ij} > 0 \) is the effect (in absolute value) of the spite type produced by genotype \( j \) on the growth rate of genotype \( k \) if \( k \neq j \). We assume a genotype is not affected by its own spite type (that is \( \sigma_{jj} = 0 \)).

In addition to these within-host secreted PPs, we group all the other genotype-to-genotype interactions into \( H := (\eta_{ij})_{i,j \in G} \) called the matrix of density-dependent effects, where \( \eta_{ij} \in \mathbb{R} \) is the density-dependent effect of genotype \( j \) on the growth rate of genotype \( i \). These density-dependent effects could reflect competition for host resources, indirect interactions through the elicitation of the host immune system or any other within-host process through which parasites could interact. Note that \( \Gamma, \Sigma \) and \( H \) are not necessarily symmetrical.
Finally, with \( \mathbf{g} = (\varrho_{ik})_{i \in G} \) being the basic growth rate vector, the parasite load vector \( \mathbf{x} \) satisfies the following ordinary nonlinear differential equation:

\[
\frac{d}{dt} \mathbf{x} = (\mathbf{g} + \Gamma \mathbf{g} - \Sigma \mathbf{z} + \mathbf{H} \mathbf{x}) \odot \mathbf{x},
\]  

(2.2)

where \( \odot \) denotes the HADAMARD (element-wise) matrix product. As the basic growth rate takes place in the only linear term of equation (2.2), it actually captures not only the rate at which a parasite genotype would grow at first if isolated but also the cost of PG and spite production.

The within-host dynamics are summarized in figure 1. Note that the total number of parameters for this part of the model is \( 3n^2 + 2n + 1 \).

(c) Steady state

These within-host dynamics are complex and, as explained in the next section, we will often need to summarize them using their steady state. We denote by \( \hat{\mathbf{x}} \) a steady-state value of \( \mathbf{x} \). The steady-state vectors \( \hat{\mathbf{x}}, \hat{\mathbf{g}} \) and \( \hat{\mathbf{z}} \) cancel out in equations (2.1), thus leading to two equalities

\[
\begin{align*}
\hat{\mathbf{g}} &= U \mathbf{x}, \\
\hat{\mathbf{z}} &= V \hat{\mathbf{x}}.
\end{align*}
\]

(2.3)

Therefore, a within-host equilibrium is fully determined by the parasite load vector \( \hat{\mathbf{x}} \).

If we assume, for the moment, that the values of \( \hat{\mathbf{x}} \) are non-zero, setting equation (2.2) to 0 and using equation (2.3), it is straightforward that the only steady-state parasite load vectors are the ones that satisfy

\[
\mathbf{M} \hat{\mathbf{x}} = \mathbf{g},
\]

(2.4)

where \( \mathbf{M} \) is the constant matrix sum

\[
\mathbf{M} := \Gamma \mathbf{U} - \Sigma \mathbf{V} + \mathbf{H},
\]

(2.5)

thereafter called stationary interaction matrix.

Usually, and for random sets of parameter values, \( \mathbf{M} \) is not singular. This implies that \( \hat{\mathbf{x}} \) is unique and analytically found as

\[
\hat{\mathbf{x}} = -\mathbf{M}^{-1} \mathbf{g}.
\]

(2.6)

In the special case where the determinant of \( \mathbf{M} \) is 0, equation (2.4) has an infinite number of solutions and there is no other option than to numerically integrate the within-host system (equations (2.1) and (2.2)).

Let us now relax our assumption of non-zero values of \( \hat{\mathbf{x}} \). This makes sense when a particular genotype did not take part in the host inoculation, implying that its parasite load is always equal to 0. We then consider a partial combination of genotypes, that is to say any proper subset of \( i \) of \( G \).

The rows of equation (2.2) associated with the genotypes that do not belong to \( i \) are tautological at steady state and therefore are removed. The new set of equations we obtain satisfies the assumption of non-zero steady-state values. The solution of equation (2.6), restricted to the rows that belong to \( i \), is the unique steady-state parasite load associated to the partial combination of genotypes \( i \) which we denote \( \hat{\mathbf{x}}_i \) (see proof in the electronic supplementary material, appendix B.1).

3. Linking the within- and between-host levels

To eventually make inferences at the between-host level, we need to somehow simplify the within-host dynamics. In this part, we introduce the class concept, which gives an epidemiological meaning to partial genotype combinations. We also nest within-host outcomes into the between-host dynamics based on the assumption that the within-host steady state is quickly reached. Put differently, we impose a time-scale separation between the two levels. This assumption is commonly used in nested models [27]. Note that we identify a case where it cannot be satisfied (when there is unlimited within-host growth) and present a way of handling this situation via what we call ultrainfection.

(a) Host and inoculum classes

We define a class as any combination of genotypes. As there are \( G \) genotypes, there are \( \nu(G) \) classes, which is the power set of \( G \). Mathematically, a class is any element \( i \) of \( \nu(G) \). We call susceptible a host infected by no genotype (the class of which is the empty set \( \emptyset \)). We call singly infected host a host infected by only one genotype and co-infected host a host infected by at least two different genotypes. We call rank of a given class \( i \) the number of genotypes that belong to \( i \), that is \( |i| \). For computational purposes, it is useful to order these classes which is why we introduce a binary labelling operator in the electronic supplementary material, appendix C.1.

Once a host is infected by a genotype combination, it may transmit any subset of its co-infecting genotypes. We call inoculum a combination of genotypes transmitted by an infected host. The set of all possible inocula is also \( \nu(G) \). We assume that hosts infected by the same genotype combination are identical in every point. We also make no difference between inocula containing the same genotype combination, even if they originate from hosts infected by different genotype combinations.

(b) Ultrainfection and constraints on susceptible and single-infection classes

The susceptible state is unstable if parasites grow in a singly infected host, i.e. if \( \varrho_i > 0 \), which we will assume...
from now on (the proof is shown in the electronic supplementary material, appendix C.3, and involves the expression of the within-host jacobian matrix calculated in electronic supplementary material, appendix C.2). As a consequence, no infection can end by the extinction of all genotypes: either the within-host dynamics reach a steady state or at least one parasite load goes to infinity. In order to avoid the latter case (because it is not compatible with the time-scale separation assumption), we invoke two modelling assumptions from the between-host dynamics, namely

(i) the infected host death rate is proportional to the total parasite load; and
(ii) the size of the host population is constant.

Following these assumptions, if a host is infected by an inoculum that causes an infinite within-host parasite growth, its death rate is infinite (i); it thus dies instantaneously upon infection and is replaced by a susceptible host (ii). To picture this, one can think of a singly infected host that would become infected by another parasite genotype which facilitates the growth of the first genotype, and vice versa, such that both parasite loads increase endlessly. If we assume that this process is much faster than the transmission process and that very high parasite loads eventually lead to host death, the host will die before infecting another host and is thus epidemiologically irrelevant. We call this case \textit{ultra-infection} as it cannot be considered within the superinfection–co-infection framework.

The drawback of allowing ultra-infection is that some parameter sets might result in genotypes that do not reach a steady state in any class, such that the between-host dynamics would be in fact governed by an effective steady state in any class, such that the between-host parameter sets might result in genotypes that do not reach a steady state or at least one parasite load goes to infinity.

This leaves us with no other option than to numerically simulate higher rank infection events as follows.

First, we have to withdraw from the analysis all the host classes for which the associated (unique) steady state is not biologically meaningful. We thus say that an infected class is \textit{biological} if its associated steady state is both positive and stable. Even though it is unstable and zero valued, the susceptible class is considered as a biological class too. We denote the set of biological classes by $\mathcal{B} \subset \rho(\mathcal{G})$. Note that the set of inocula arising from hosts that belong to $\mathcal{B}$ can be greater than $\mathcal{B}$ itself. For instance, let $k$ be a genotype absent from class $i$ and let $i \cup \{k\}$ be a biological class. If genotype $k$ is such that it stabilizes the within-host dynamics in a host of class $i \cup \{k\}$ (by limiting the growth of highly spite-producing genotypes for example), $i$ may not be a biological host class even though $i$ is a possible inoculum because it can be produced by biological class $i \cup \{k\}$ hosts.

A class may be biologically meaningful but epidemiologically meaningless if no infection event leads to it. For this reason, we define the infection operator $\phi$ which has two arguments, the receiver host class $r$ and the inoculum class $p$. $\phi(r, p)$ is the output class, that is the class into which a host from class $r$ turns if it is infected by class $p$ inoculum. In terms of system dynamics theory, $\phi(r, p)$ is the class associated to the potentially new steady state within-host system reaches after the perturbation corresponding to the inoculation. We show in the electronic supplementary material, appendix C.6, that non-steady-state attractors can be avoided if the self-density-dependent effects $\eta_{ik}$ are negative and strong enough and if PP rates $u_i$ and $v_k$ are small enough. Note that $\phi(r, p)$ can be the empty set because ultra-infection is allowed for co-infected classes.

A biological infected class $i$ is said to be \textit{epidemiological} if it can appear during an epidemic, that is if there is at least one infection event involving two biological classes that leads to it. More formally, class $i$ is epidemiological if there is a couple of biological classes $(r, d) \in \mathcal{B}^2$, $r$ being the receiver host class and $d$ the donor host class, such that there exists an inoculum class $p$ of $d$ that satisfies $\phi(r, p) = i$. As an exception, the susceptible class is also epidemiological. The set of epidemiological classes is denoted by $\mathcal{E}$ (and $\mathcal{E}^*$ if the susceptible class is excluded).

If a class is not epidemiological, then there is no infection event to renew these hosts that inevitably recover or die, even if initially present. After some time, this non-epidemiological compartment has completely vanished with no other consequence than having delayed an initial input of susceptibles. For this reason, we only consider epidemiological classes in the between-host dynamics of our model.

For formal definitions of $\mathcal{B}$, $\phi$ and $\mathcal{E}$, see the electronic supplementary material, appendix C.5.

(c) Biological and epidemiological co-infection classes

When at least two genotypes co-infect the same host, finding the steady state reached by the system is a mathematical challenge for several reasons:

(i) the number of possible steady states is an exponential function of the class rank,
(ii) the stability of a steady state cannot be analytically deduced from the parameters in the general case,
(iii) several steady states can be biologically meaningful at the same time, i.e. positive and stable (found with numerically computed eigenvalues), and
(iv) the nonlinearity of the system causes unpredictability of the output given the initial conditions.

4. Between-host dynamics

In this part, we use the steady-state parasite loads and the previously introduced class system to define the
compartments and the flow rates of a deterministic between-host dynamical system. This system is conceived as an extended SIS (susceptible, infected, susceptible) model with sequential recovery in a randomly mixed host population of constant size, which is a common framework in modelling of infectious diseases [12]. However, unlike previous models where transmission is also sequential (that is only one genotype at a time) [21], this model allows for partial co-transmission, that is the possibility for any host class to transmit any subset of genotypes it is co-infected with. A consequence of this is that susceptibles can directly turn into co-infected hosts. Assuming also that the overall transmission rate is constant, the appropriate infection rate for partial cotransmission is given hereafter.

(a) Infected hosts dynamics

Due to the time-scale separation, infected hosts from the same class have the same parasite load. Each host class is then considered as a compartment characterized by its proper time-dependent density \( l_i \). Hence the index-set notation is analogous to the one used in Andreasen et al. [32] for cross-immunity. These host class densities (at most 2\(^n \)) define the density vector \( b := (l_i)_{i \in \mathbb{E}} \).

Infection events are due to uniformly random encounters between two hosts of different classes. The donor host can infect the receiver host with any class of inoculum it may generate (any non-empty subset of its class), independently of the parasite genotypes the receiver is already infected by.

Recovery is allowed for every infected host class but only sequentially, which means that a given host can only recover from one parasite genotype at a time. Moreover, it does not provide any immunization. The between-host part of our model can therefore be seen as a generalization to multiple infections of the classical SIS model [33].

Given all these assumptions, the density of any infected host \( i \) satisfies the following autonomous quadratic ODE, where \( \beta_{r,di} \) are infection rates, \( \theta_{d,i} \) recovery rates and \( \mu_i \) death rates:

\[
\frac{dl_i}{dt} = \sum_{(r, d) \in \mathbb{E} \times \mathbb{E}^*} \beta_{r,di} l_r l_d + \sum_{d \in \mathbb{E}} \theta_{d,i} l_d \\
- \left( \sum_{(d,i) \in \mathbb{E} \times \mathbb{E}^*} \beta_{d,ri} l_d l_i + \sum_{d \in \mathbb{E}} \theta_{d,i} + \mu_i \right) l_i, \quad (4.1)
\]

the five right side terms, respectively, correspond to

(i) the infection input flow, by which donor hosts \( d \) infect receiver hosts \( r \) which become hosts \( i \),
(ii) the recovery input flow, by which hosts \( d \) lose one genotype and become hosts \( i \),
(iii) the infection output flow, by which donor hosts \( d \) infect receiver hosts \( i \) which become hosts \( d \),
(iv) the recovery output flow, by which hosts \( i \) lose one genotype and become hosts \( d \), and
(v) the death output flow, by where hosts \( i \) die.

(b) Susceptible host dynamics

We assume a constant host population size (\( s^c > 0 \)). Susceptible hosts density may decrease through infection and may increase through recovery or replacement of dead infected hosts. Overall, \( S \) satisfies the following ODE:

\[
\frac{dS}{dt} = \sum_{d \in \mathbb{E}} u_d d + \sum_{(r, d) \in \mathbb{E} \times \mathbb{E}^*} \beta_{r,di} l_r l_d + \sum_{d \in \mathbb{E}} \theta_{d,i} l_d \\
- \sum_{(d,i) \in \mathbb{E} \times \mathbb{E}^*} \beta_{d,ri} l_d l_i S, \quad (4.2)
\]

where the second term corresponds to the ultrainfection input flow.

(c) Modelling the epidemiological events

Making explicit the infection, recovery and death rates used in equations (4.1) and (4.2) is the key step of the nesting [27]. Here, we include the within-host outcome into between-host dynamics through the dependance of the epidemiological events on the steady-state parasite loads. From now on, \( x_{ik} \) denotes the within-host steady-state parasite load of genotype \( k \) in host class \( i \) (the hat is omitted to avoid confusion with between-host steady state).

We use constants to characterize the scaling rate of each event type, that is transmission-infection \((\beta)\), recovery \((\theta)\) and death \((\mu)\). \( \beta, \theta \) and \( \mu \) are the only epidemiological parameters.

(i) Infection rates

We assume that all infected hosts have the same overall transmission rate, equal to \( \beta \), the constant transmission factor. This is motivated by two reasons. The first one is that the inoculum dose cannot affect the outcome of the infection because of the within-host dynamics determinism; further, we assume that the total parasite load does not affect the contact rate of infected hosts with other hosts. The second reason to keep the transmission rate constant is to make sure that if higher parasite loads, leading to higher host death rate, are selected, this will be because of within-host competition and not because of a transmission advantage. We thus avoid imposing a trade-off relationship between virulence and transmission. We model transmission by independent random drawing of each genotype within each inoculum, using frequencies (that is, relative parasite loads) as proxies for probabilities of being drawn.

The rate at which a receiver host \( r \) turns into a host \( i \) through infection by a donor \( d \) is given by

\[
\beta_{r,di} := \beta \sum_{p \in \mathbb{P}(d)} \prod_{l \in \mathbb{P}} \frac{x_{d,l}}{\sum_{l' \in \mathbb{P}} x_{d,l'}} \prod_{p' \in \mathbb{P}} \left( 1 - \frac{x_{d,l'}}{\sum_{l' \in \mathbb{P}} x_{d,l'}} \right), \quad (4.3)
\]

where \( \beta \) is the constant transmission factor, \( \sum_{p \in \mathbb{P}(d)} \) is the sum over all possible inocula of host \( d \) that turn host \( r \) into host \( i \), \( p \) is the rank of the inoculum class (number of genotypes), \( \prod_{l \in \mathbb{P}} x_{d,l}/\sum_{l' \in \mathbb{P}} x_{d,l'} \) is the product of genotype frequencies in \( d \) all over genotypes of \( p \), and \( \prod_{p' \in \mathbb{P}} (1 - x_{d,l'}/\sum_{l' \in \mathbb{P}} x_{d,l'}) \) is conversely the product of the complementary frequencies over the remaining genotypes of \( d \).

Importantly, \( \beta_{r,di} \) is an infection rate and not a transmission rate, as it quantifies the flow between two host compartments due to infection. In models that consider only one kind of host that can be infected, \( S \), and only one kind of infected host \( (l) \), there is only one infection rate, \( \beta \).
(and βSI is the infection flow) [15]. This infection rate is then also the transmission rate because there is only one host class that can be infected (S) and because infection always leads to the same host class (I). The infection rate–transmission rate equality still holds in more complex models with several infected host types if genotypes are transmitted one at a time [21,34]. In our model of transmission, however, donor hosts can cotransmit any subset of their co-infecting genotype combination, whereas receiver hosts may not be affected by such contacts or may be affected differently according to within-host parameters. Infection flows are thus unpredictable here because they depend, through the infection operator \( \rho \), on the outcomes of the within-host dynamics, which determine how steady-state parasite loads are affected by contamination of new genotypes. Because ODEs (4.1) and (4.2) only describe flows between compartments, \( \beta_{d,i} \) refers to infection rates and not to more intuitive transmission rates.

Nonetheless, it is possible to make an interpretation of the transmission process based on the definition of \( \beta_{d,i} \). To do so, one should consider that transmission is a process that does not depend on the outcome of the contamination (which becomes an infection event only if the receiver host class changes). In other words, if we denote by \( \beta_d \) the overall transmission rate of infected host class \( d \), \( \beta_{d,i} \) gives \( \beta_d \) when ignoring the condition \( \phi(\theta, p) = i \) under the sum or when assuming that all the inocula classes \( p \) of \( d \) are epidemiological.

In the case where we assume that all the inocula classes of the donor host class \( d \) are epidemiological, \( \phi(\theta, p) = p \) for all \( p \in \nu(d)^* \) and \( \beta_d \) is measured as the overall transmission rate to a susceptible, that is \( \beta_d = \sum_{p \in \nu(d)^*} \beta_{d,p} \).

Subsequently, it is possible to define the rate at which a given genotype \( k \) is transmitted by hosts from class \( d \). We denote this rate \( \beta_{d,k} \). We show in the electronic supplementary material, appendix D.1, that

\[
\forall d \in E^*, \beta_d = \beta, \tag{4.4}
\]

as expected, but also that

\[
\forall d \in E^*, \forall k \in d, \beta_{d,k} = \beta \frac{x_{d,k}}{\sum_{l \in d} x_{d,l}} \left( 2 - \frac{x_{d,k}}{\sum_{l \in d} x_{d,l}} \right). \tag{4.5}
\]

As a consequence, the transmission rate of a host does not depend either on the total parasite load nor on the number of infecting genotypes. For a given genotype, a higher parasite load confers no transmission advantage in single infections for a given genotype but it does confer an advantage in co-infections because the probability of being transmitted increases with its frequency. Transmission rates of co-infected hosts thus reflect the outcome of the within-host dynamics.

(ii) Recovery rates

Recovery rates are the rate at which hosts \( d \) turn into hosts \( i \) through recovery,

\[
\theta_{d,i} := \theta \sum_{\phi(\theta, d \setminus \{k\}) = i} 1, \tag{4.6}
\]

where \( \theta \) is the constant recovery factor, and \( \sum_{\phi(\theta, d \setminus \{k\}) = i} 1 \) is the number of genotypes that make class \( d \) hosts to reach class \( i \) through a recovery event. Note that the condition \( \phi(\theta, d \setminus \{k\}) = i \) implies that \( i \) is an epidemiological class.

For a given couple of host classes \( (d, i) \in E^* \times E \), recovery is thus interpreted as a constant rate \( \theta \) multiplied by the number of ways a class \( d \) host can recover and turn into a class \( i \) host. This is also the number of genotypes the recovery from which leads the parasite loads to the steady-state \( x_i \). This number is greater than one if and only if several genotypes cannot survive in the co-infection without the presence of each other.

The total recovery rate of a given infected host class \( d \) is \( |d| \theta \) as recovering from a genotype always leads to another host class.

(iii) Death rates

The death rates are given as the sum over all parasite loads times a constant death factor,

\[
\mu_i := \mu \sum_{k \in d} x_{d,k}, \tag{4.7}
\]

Death rates are assumed to be linear functions of the total parasite load: the higher the parasite load a host carries, the more rapidly it dies. Total parasite load can therefore be used as a proxy for virulence.

(d) Synthesis

The following master equation captures the between-host dynamics:

\[
\frac{d}{dt} y = \Phi(y \otimes y) - (\Psi y) \otimes y + (\Xi - \Theta - \Delta) y, \tag{4.8}
\]

where \( \Phi \) is the infection input flow matrix, \( \Psi \) is the infection output flow matrix, \( \Xi \) is the recovery input flow matrix, \( \Theta \) is the recovery output flow matrix and \( \Delta \) is the death matrix. There is no general expression for these matrices because their structure depends on the way classes are ordered. For an explicit definition of these matrices according to the labelling we use for computing the model, see the electronic supplementary material, appendix D.2.

Although equation (4.8) cannot be solved analytically, it is a useful expression of the between-host dynamics that allows for fast computing.

Between-host dynamics are summarized in figure 2.

5. Basic reproduction numbers and epidemiological feedback

The basic reproduction number, denoted by \( R_0 \), is the most widely used parameter in epidemiological modelling [14,34,35]. \( R_0 \) is defined as the expected number of secondary infections produced by a single infected individual during its entire period of infectiousness in a fully susceptible population [28,36,37]. Hence, it is often interpreted as the fitness of the parasite [15,38,39] or as the inverse of the minimum proportion of vaccinated hosts required to eradicate an infectious disease [37]. More generally, \( R_0 \) corresponds to the epidemiological threshold above which the endemic state is always reached (i.e. when \( R_0 > 1 \)).

The latest and most general method to determine the basic reproduction number relies on the asymptotic instability of the disease-free equilibrium [40,41], that is to say \( R_0 \) greater than 1 if and only if the between-host steady state where all hosts are susceptibles is unstable. This method, called ‘next-generation’, is usually convenient because it does not require finding the
infected steady-state densities. On the other hand, it may not provide any information on the proportion of susceptible or infected hosts at the infected steady state. According to the instability of the 'disease-free equilibrium', the 'next-generation basic reproduction number' of our model is

$$R_0^\pi = \max_{i \in \mathbf{E}^\ast} \left( \left( \beta_i \mu_{i,x} \ast \right) \sum_{p \in \mathbf{u}(i) \setminus \{i\}} \left| \frac{\nu_{i,k}}{\nu_{i,\ast}} \prod_{j \in d(p)} \left( 1 - \frac{\nu_{i,k}}{\nu_{i,\ast}} \right) \right) \right).$$

where * stands for the sum over the given index (see proof in electronic supplementary material, appendix E.1).

Other methods calculate $R_0$ via the positivity condition of the infected steady-state density [42,43]. In this case $R_0$ is simply the inverse of the proportion of the remaining susceptibles [44]. If we call $J$ the sum of the infected hosts densities, we have $S + J = S^\ast$, which gives the following 'endemic basic reproduction number'

$$J > 0 \Leftrightarrow R_0^\pi := \frac{S^\ast}{S} > 1.$$  

This quantity can be written in our model as a function of the steady-state marginal arithmetic means of infection, recovery and death rates, as

$$R_0^\pi = \frac{\nu_{i,\ast} \ast \beta_{i,x} \ast \mu_{i,\ast}}{\theta_{i,\ast} + \beta_{i,x} \ast \mu_{i,\ast}},$$

where the marginal arithmetic means over one and two indices are, respectively, denoted by $\bar{\nu}_{i,\ast} := \sum \nu_{i,j} \bar{f}_j$ and $\bar{\nu}_{i,\ast} \astiji$ := $\sum \nu_{i,j} \astiji$ (see proof in the electronic supplementary material, appendix E.2).

These two basic reproduction numbers share two important features.

First, like the basic reproduction number of simple models (such as SIS and SIR), they are the ratio of a transmission factor in a fully susceptible host population over a sum of recovery and death rates. This is classically interpreted as the expected number of secondary infected hosts at the beginning of an epidemic, where there is only one infected host (as the transmission rate is multiplied by the infected host life expectancy).

Second, $R_0 > 1$ means that there is at least one infected compartment that is non-zero at steady state. This does not provide any information, however, on which host class and parasite genotype is involved in the endemic.

However, unlike the next-generation basic reproduction number ($R_0^\pi$), the rates involved in the endemic basic reproduction number ($R_0^\pi$) are arithmetic means that depend on the distribution of host class frequencies at steady state. Therefore, it is possible for $R_0^\pi$ to show complex behaviours when epidemiological parameters vary.

Because between-host dynamics are nonlinear, changes in epidemiological parameters that determine the rates of epidemiological events can cause non-trivial modifications of the steady state. These are often referred to as epidemiological feedbacks [13]. We prove in the electronic supplementary material, appendix E.3, that the endemic basic reproduction number can capture these while the next-generation basic reproduction number cannot. This is also illustrated in figure 3.

Our simulations in figure 3 show that $R_0^\pi$ is a nonlinear function of intermediate values of $\beta$ (even after averaging over hundreds of parameter sets), confirming that it captures epidemiological feedbacks. Moreover, individual parameter combinations (dotted lines) often exhibit local minima of $R_0^\pi$. Therefore, any increase or decrease in $\beta$ starting from this minimum will increase the steady-state total prevalence of infection. This means that public health interventions that decrease transmission could increase disease spread or, conversely, that factors increasing contact rate between
hosts could slow down disease spread. This unexpected effect is correlated with genotypic diversity, as the median of \( \min(dR_0^{II}/d\beta) \) is \(-3.33 \times 10^{-2}\) for the \( n = 5 \) results shown in figure 3 and \(-1.05 \times 10^{-5}\) in similar simulations done for \( n = 2 \) (not shown).

To understand the phenomenon that leads to the nonlinearities in \( R_0^{II} \), it helps to consider the case of two genotypes that can co-infect the same host. When \( \beta \) is large enough for \( R_0^{II} \) (and \( R_0^I \)) to be greater than one, the genotype with the lowest parasite load in single infections is the only one that becomes endemic. The second genotype is epidemiologically cleared because it kills hosts faster, such that its proper basic reproduction number is lower than one (recall that transmission does not increase with parasite load in single infections). When \( \beta \) is large enough to compensate for the higher death rate induced by the second genotype, this genotype also spreads in the host population. Susceptible hosts are turned into singly infected hosts at first, but as the two genotypes can co-infect the same host, both singly infected host classes infect one another and become co-infected hosts. Nonlinearities can then appear if the total parasite load of the co-infected host is greater than the parasite load of the singly infected. Indeed, some of the singly infected hosts become co-infected and then die more rapidly than if they had remained singly infected, so the basic reproduction number \( R_0^{II} \) decreases, even if \( \beta \) has increased. Note that our model shows coexistence of parasite genotypes not over the evolutionary time scale between singly infected hosts, as shown in previous studies [25,45], but over the epidemic time scale with the persistence of co-infected hosts.

An analogous reasoning can be done in the case of superinfection. As above, the genotype with the highest parasite load in single infections spreads in the population already infected by the first genotype only if \( \beta \) is large enough so it compensates the higher death rate of its singly infected hosts. Nonlinearities can then appear if the second genotype superinfects the first-genotype-infected hosts. Some of the latter hosts become infected by the second genotype and die more rapidly than if they had remained infected by the first genotype. Again \( R_0^{II} \) decreases, even though \( \beta \) has increased.

If nonlinearity is possible for only two genotypes, it is even more favoured for a higher number of genotypes because the infection patterns can be a combination of superinfections and co-infections, thus multiplying the sources of nonlinearity.

### 6. Discussion

There is a crying lack of general models for multiple infections. The few exceptions that allow for more than two parasite genotypes rely on very stringent assumptions [19,21]. Here, we introduce a novel model with many potentialities. Above all, it can include any number of unrelated different parasite genotypes, whereas the vast majority of existing models are restricted to a single monomorphic parasite, or few related parasites. Our model also brings new features to infectious diseases modelling.

The first feature is the explicit modelling of diverse within-host dynamics, where the host plays the role of an isolated constant ecosystem in which parasites grow. As in population dynamics [29] and multispecies ecological models [46,47], the growth rate of each parasite genotype is affected by its own density and the density of the other genotypes. PPs (PGs and spite) are also taken into account through their own proper dynamics. Along with parasite-load-dependent effects, PPs enrich the diversity of within-host dynamics and outcomes. Although PGs and spite have already been integrated in within-host dynamics [10,20,48], they have never been included together and linked with an epidemiological model, while it is known that some parasites can produce both PGs and spite with epidemiological consequences [23]. Our model can also integrate additional interactions, especially competition for host resources, host immune response and cross-immunity through the parasite-load-dependent effects.

Nested dynamics have already been tackled [12,27], but have never been generalized to several within-host interactions and for more than two parasite genotypes. This flexibility generates a great diversity of infection patterns which increases exponentially, as the number of parasite combinations, with the number of considered genotypes.

In particular, linking the two levels allows us to identify a biological scenario that the superinfection and the co-infection hypotheses fail to capture. This occurs when genotype combinations are unstable and cause unlimited growth. Indeed, while several genotypes can grow inside the host (as in co-infections), the host may vanish at the host population level (as in superinfections) because of infinite death rate. We call such a pattern ultrainfection.

A second new feature is the set of definitions of biological and epidemiological classes for hosts and inocula. These definitions allow us to build functions to go beyond the classical superinfection–co-infection dichotomy [18,19]...
which has proved to be problematic [26]. A final original feature of the between-host part of the model allows for partial cotransmission, that is an infected host can infect another host with any subset of its co-infecting genotypes combination, unlike the other multiple infection models that assume sequential or all-or-nothing transmission (but see [49]).

Epidemiological feedbacks drive between-host outcomes [34] and selective pressures [13]. Despite the complexity of our model, we show that it is possible to capture these feedbacks through the endemic basic reproduction number (see also [36]). As shown in figure 3, in some situations, the basic reproduction number, and thus disease prevalence, can increase even if the transmission factor decreases, because of the multiplicity of genotypes. This effect is missed by methods that are based on the next-generation basic reproduction number [50] because it is equal to the endemic basic reproduction number when only one genotype is considered (see the electronic supplementary material, appendix E.4). Overlooking parasite genotypic diversity can therefore have major consequences, as quarantine measures could, for instance, increase disease spread instead of preventing it. Overall, we argue that accounting for parasite genotypic diversity and using the endemic basic reproduction number to study epidemiological feedbacks is key to controlling infectious diseases.

As this is the first analysis of this multi-strain multiple infection model, we had to make some simplifying assumptions. Some of these, such as the time-scale separation, are constitutive of the model but others could be alleviated or modified. In particular, the assumptions linking within-host steady-state variables (population sizes) to epidemiological parameters (transmission rate, virulence and recovery rate) can be changed without affecting the between-host master equation. This is important as these assumptions are likely to depend on the biological system considered. Here, we assumed the transmission rate to be constant, which has the advantage that the only selective pressure allowing the persistence of virulent parasites has to come from the within-host level. Further extensions of this model could consider a link between parasite load and transmission rate. However, earlier models have shown that further assumptions would then be needed because if both virulence and transmission rates are linear functions of parasite load, natural selection will always favour the strains with the highest possible level of virulence [51]. One possibility could be to focus on a biological system where these relationships have been parametrized, such as HIV in humans [52], myxomatosis in rabbits [53], Ophryocystis elektroscirrhosa in monarch butterflies [54] or the cauliflower mosaic virus in turnips [55].

The between-host dynamics used here are also based on simplifying assumptions that may not be suitable for all host–parasite systems: time-scale separation, random mixing, host homogeneity, lack of immunization and constant population size, range from the strongest and hardest to adapt from the given equations to the weakest and easy to relax.

Finally, a direct application of this model has to do with parameter inference. Indeed, for many diseases, we have detailed epidemiological data on the prevalence of co-infections that include combinatorial diversity (for instance in the case of human papillomavirus [56]). Such data, possibly combined with information on within-host processes, could allow us to compare between models and estimate parameters.

Overall, our model opens new perspectives for investigating the evolution of parasite traits such as virulence and PGs and spite production rates in multiple infections owing to its capacity for handling the combinatorial complexity of cotransmissions and epidemiological feedbacks.
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