Neural overlap in processing music and speech
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Neural overlap in processing music and speech, as measured by the co-activation of brain regions in neuroimaging studies, may suggest that parts of the neural circuitries established for language may have been recycled during evolution for musicality, or vice versa that musicality served as a springboard for language emergence. Such a perspective has important implications for several topics of general interest besides evolutionary origins. For instance, neural overlap is an important premise for the possibility of music training to influence language acquisition and literacy. However, neural overlap in processing music and speech does not entail sharing neural circuitries. Neural separability between music and speech may occur in overlapping brain regions. In this paper, we review the evidence and outline the issues faced in interpreting such neural data, and argue that converging evidence from several methodologies is needed before neural overlap is taken as evidence of sharing.

1. Introduction

Humans are born with the potential both to speak and make music. The relation between language and musicality1 has been the topic of much debate. The debate is heated because it speaks directly to the nature of evolved human cognition. For some, musicality owes its efficacy to the natural disposition for speech. For example, music may exaggerate particular speech features such as intonation and affective tone that are so effective for bonding [2]. In other words, musicality may aim at the language system just as artistic masks target the face recognition system. We can stretch this argument further and envisage that music owes its efficacy by relying on the natural disposition for speech. From this perspective, the language modules are invaded [3]. Musicality could have emerged in all cultures because it is so effective at co-opting one or several evolved modules. For others [4], once we take away the tone of voice shared by speech and music, the specialization of language to convey conceptual information and of musicality to express affect is distinct. According to this view, musicality may have preceded language in evolution, and language may build on the natural disposition for musicality.

These divergent perspectives on the origins and functions of musicality are echoed in cognitive neuroscience. On the one hand, an increasing number of neuroimaging studies point to a large and significant neural overlap in the responses to vocal and musical stimuli, taken as evidence of neural sharing between music and speech processing (figure 1). On the other hand, a solid body of neuropsychological studies shows that musicality involves multiple processing components that can be selectively impaired without apparent effects on language (or any other cognitive ability [5,6]). These conflicting sets of data call for novel neurocomparative studies.

The neurocomparative study of music and speech processing is obviously limited in animals and must therefore rely on the use of sophisticated and
non-invasive methods in humans. The most widely used technique today is functional magnetic resonance imaging (fMRI), which has been recently exploited to compare music and speech perception. As we explain below, co-activation of brain regions in fMRI is often interpreted as evidence of the sharing of the underlying neural circuitry. However, activation overlap does not provide us with sufficient evidence of neural sharing, for which rigorous and direct testing is required. In this review, we summarize contemporary views of brain organization for music and speech processing with a discussion of the challenges involved in concluding neural sharing (or separation) from evidence of overlap. We then review some methodological advances that aid in making more definitive conclusions regarding neural overlap. Finally, we discuss how evidence of neural sharing can impact current views of the neurobiology of musicality.

2. Brain specialization: from regions to networks

Research in cognitive neuroscience has been guided by the assumption that brain regions are specialized for a function. Each specialized function would be implemented in a relatively small neural space. For example, the superior temporal sulcus has been associated with voice processing [7]. This voice-preferred region responds, bilaterally, more strongly to human vocalizations, with or without linguistic content, than to non-vocal sounds or vocalizations produced by other animals [8]. Such a specialized neural system to process conspecific vocalizations has been observed in other species. For instance, the superior temporal plane of the macaque monkey responds preferentially to species-specific vocalizations over other vocalizations and sounds [9]. Other cortical areas, such as the caudal insular cortex in rhesus monkeys, also appear to be tuned to intraspecies vocalizations over a wide range of auditory stimuli such as environmental sounds and vocalizations from other animals [10].

Similarly, music processing may rely on a cortical area that is domain-specific and neurally separable [5]. For example, the system that maps pitch onto musical keys, termed tonality or tonal encoding of pitch, may be music-selective. Current research points to the inferior frontal areas as critically involved [11–13]. However, this localization mostly corresponds to the processing of harmonic structure, a culture-specific elaboration of pitch that is quite recent in music history. Moreover, tonal encoding of pitch is likely to recruit a vast network because it involves multiple processes. For example, Jackendoff & Lerdahl [14] distinguish three different forms of elaboration of pitch hierarchies in a musical context, by considering different principles for pitch space, tonal reduction and tension/relaxation. Thus, it would not be surprising to discover that more than one brain region contribute to the musical interpretation of pitch. A major breakthrough would be to identify one of these brain regions as foundational for tonal encoding of pitch [5]. So far, such an essential component for musicality has not been localized in one specific region. Rather, the evidence points towards the connectivity between the right auditory cortex and inferior frontal gyrus (IFG) as being necessary for normal development of musical abilities [15,16].

The key question becomes to what extent parts of the musicality network can be shared both functionally and neurally with language. Logically, music and speech processing could share parts of their respective neural networks, such as the mechanisms for the acoustical analysis of pitch, and still be distinct, because musicality and language differ from one another in other respects, notably semantics. The idea that parts of the networks are shared is currently very popular. A Google Scholar search using the keywords ‘(neural) AND (overlap OR sharing) AND (music) AND (language OR speech)’ reveals a linear increase of this notion in published articles over the past decade (figure 1). This explosion in research interest in music and language overlap is, however, often unsupported by comparative data. To cite a recent example, an fMRI study reporting stronger response to rhythmic musical structure in professional musicians, compared with non-musicians, in a region typically associated with processing of linguistic syntax (which was not examined in that study), led the authors to conclude that ‘musical experts seem to rely on the same

Figure 1. Results of a Google Scholar search. The search was performed on 11 July 2014 using the keywords ‘(neural) AND (overlap OR sharing) AND (music) AND (language OR speech)’, with the number of search results plotted per year (non-cumulative).
neural resources during the processing of syntactic violations in the rhythm domain that the brain usually uses for the evaluation of linguistic syntax [17].

It is important to keep in mind that neural overlap does not necessarily entail neural sharing. The neural circuits established for musicality may be intermingled or adjacent to those used for a similar function in language and yet be neurally separable. For example, mirror neurons are interspersed among purely motor-related neurons in pre-motor regions of the macaque cortex [18]. Similarly, the neurons responsible for the computation of some musical feature may be interspersed among neurons involved in similar aspects in speech.

Moreover, most brain structures, such as Broca’s area (occupying the left IFG), which is often the focus of interest in music and language comparisons, are relatively large and complex, and thus can easily accommodate more than one distinct processing network. Common localization of distinct networks or functions can be dictated by neural properties, like dense connectivity with other brain regions, and not dictated by sharing.

Recent network analyses have revealed highly connected network ‘hubs’, which may well be shared by music and speech processing. Hubs support efficient control or integration by facilitating the convergence of neuronal signals from different sensory modalities (e.g. auditory and motor) or cognitive domains (e.g. musicality and language) [19,20]. The hubs maintain anatomical and functional connections that span long distances and they tend to consume metabolic energy at a higher rate than non-hub regions [21]. Thus, hubs are not only centres of integration, but also points of increased haemodynamic responses and vulnerability. Accordingly, the co-activation of brain regions, as well as the sometimes observed co-occurrence of deficits in music and speech processing, may reflect the involvement of these integration centres rather than of distinct parts of their respective networks.

In this network perspective, how can we identify the parts of networks that would constitute evidence of ‘brain specialization’, as the subtitle of this section suggests? Several fMRI studies have identified a region within the anterior superior temporal gyrus (STG) that responds more strongly to music than to human voice, including speech [22–25] (figure 2). Nonetheless, these studies also found large regions within the temporal lobes that responded more to both music and voice, compared with control conditions (e.g. non-vocal sounds or silence), with no significant differences between the two former categories. Moreover, even in regions that were categorized as ‘music-preferred’, significant activation in response to speech (compared, for instance, with non-vocal sounds) can be observed (figure 2b). Similarly, the so-called language-selective regions in the left posterior temporal lobe show a significant, albeit weaker, response to music [26]. Unfortunately, the approach employed in these studies does not allow researchers to determine whether the same neuronal populations respond to both music and speech (possibly with different strength), or if distinct, neighbouring groups of neurons were involved.

Fortunately, new methods have been developed to separate brain responses to different categories of stimuli in the same neural region. These techniques can be exploited to distinguish domain-specific neural activation at a finer-grained level than the standard use of fMRI can offer. These techniques will be introduced in §3.

### 3. Evidence of neural sharing

Most regions of the brain participate in multiple processes [27]. Moreover, music and speech processing share a large number of properties, from the acoustical analysis of the auditory input to the planning of motor output. Therefore, several brain areas are expected to overlap in the processing of music and speech [28]. However, as previously emphasized, neural overlap does not necessarily mean neural sharing. Here, we review the evidence for and against neural sharing; specifically, we summarize the studies in which the distinct contribution of neural populations to music and to speech processing has been examined in overlapping regions. This can be done by a
number of neuroimaging techniques, such as multi-voxel pattern analysis and fMRI adaptation, and more invasively by intracerebral recordings. The main results obtained with each technique are presented below.

Note that we chose not to cover lesion studies here because these have been reviewed relatively recently [5,6], and the use of this approach has declined over recent years. Nevertheless, it is worth mentioning here that lesion studies suggest neural segregation between musicality and language networks. Otherwise, brain damage could not affect just musical abilities while sparing language and other aspects of cognition [5,6,29]. The possibility of disrupting the operations of musicality without having any impact on language implies that some parts of its neural substrate are not shared with language.

(a) Multi-voxel pattern analysis

This technique uses machine learning algorithms to categorize neuroimaging data. It differs from the standard approach that assesses, on a voxel-by-voxel basis, the mean difference in activity between conditions and identifies voxels that respond consistently more strongly to one condition (e.g. music) than to another (e.g. speech) [30]. Unlike such standard univariate analyses, multivariate decoding methods consider data from several voxels at once to identify patterns of activity associated with a particular stimulus, task or ‘mental state’. The multivariate pattern analysis methods detect distributed representations (i.e. groups of voxels) whose combined activity discriminates between conditions of interest, even if the individual voxels do not exhibit statistically significant (i.e. in the context of the general linear model) differences between them [31]. One key advantage of this multivariate approach, which provides complementary information to that obtained through univariate methods [32,33], is its sensitivity to neural segregation in overlapping regions [34,35]. This technique has been used in several studies comparing music with speech.

As mentioned above, Rogalsky et al. [25] found large areas of activation in response to music and speech in overlapping portions of auditory cortex. However, multivariate pattern classification analyses indicated that within the regions of overlap, speech and music elicited distinguishable patterns of activation in the STGs. In addition, speech (jabberwocky sentences) elicited more ventrolateral activation, whereas music (novel melodies) elicited a more dorsomedial pattern extending into the parietal lobe. These findings highlight the existence of overlapping but distinct networks for music and speech within the same cortical areas. Similarly, Abrams et al. [36] used multivariate pattern analysis for natural and scrambled music and speech excerpts and also found distinct brain patterns of responses to the two categories of sounds in several regions within the temporal lobe and the inferior frontal cortex. Therefore, the pattern of neural activation was distinct between music and speech, although there was overlap in the areas activated by the two domains.

It is important to point out that, even if the stimuli are matched for emotional content, attention, memory, subjective interest, arousal and familiarity [36], any observed category differences in activation strengths and/or patterns could be owing to acoustical differences. In order to avoid this confound, at least to some extent, one can use sung melodies and spoken lyrics from songs. These are optimal stimuli because they are relatively complex and extend over several seconds. Furthermore, the coexistence of tunes and lyrics in songs makes them very similar in terms of acoustical structure and familiarity. The main acoustic differences between song and speech are the more regular rhythm and pitch stability in each syllable of songs.

Comparing spoken lyrics, sung tunes and songs (corrected for rhythmic differences) with both multivariate and univariate analyses, Merrill et al. [37] observed a large overlap between song and speech in the bilateral STGs. The STGs were found to code for differences between words and pitch patterns whether these were embedded in a song or in speech. They also found that the left IFG coded for spoken words and showed predominance over the right IFG in prosody processing, whereas the right IFG was more active for processing the pitch pattern in songs. Interestingly, this result was only found when using the multivariate decoding method, demonstrating its higher sensitivity to the differential fine-scale coding of information. Another important result is the finding that the intraparietal sulcus shows sensitivity to discrete pitch relations in songs as opposed to the gliding pitches in speech prosody. Thus, as expected, the processing of lyrics, tunes and songs shares many features that are reflected in a fundamental similarity of brain areas involved in their perception. However, subtle differences between speech and music can lead to distinct patterns of brain activity.

In sum, music and speech stimuli seem to activate distinct neural populations in overlapping regions. However, most of the reported results could be owing, at least in part, to acoustical differences between categories. One way to circumvent this potential problem is to parametrically manipulate acoustical structure. For example, musical sounds can be ‘morphed’ into speech sounds gradually, so that the influence of acoustical changes on the brain responses can be measured systematically. So far, white noise has been morphed into a speech sound or a musical instrument sound separately [38], but the morphing technique can be extended to whole sentences and be used with other paradigms, like adaptation, to which we now turn.

(b) Functional magnetic resonance imaging adaptation

Although the nature of the blood oxygen-level-dependent (BOLD) signal and its spatial resolution do not allow for directly identifying which neurons are active in response to a given stimulus, we can take advantage of the nonlinear dynamics of neural activity to indirectly address this question, by using the so-called fMRI adaptation paradigm [39]. This approach, based on the principle of neuronal adaptation/habituation, relies on the fact that the observed BOLD signal to successive stimuli depends on whether they stimulate the same or different neurons. That is, the activity associated with two stimuli will be smaller if they activate the same neuronal pool than if they stimulate different neurons. Although adaptation is strongest when repeating the same stimulus, it can also be observed when different exemplars from the same category are presented, and can thus be used to identify those brain regions in which different types of stimuli share a common neural representation.

Thus, in a region that responds to both speech and music, we would expect within-domain (i.e. speech–speech and music–music) adaptation. If the attenuation remains when a switch in domain is introduced (i.e. music–speech or speech–music), it would suggest that the same neuronal
population was responding to both categories. In contrast, if the attenuation disappears in the overlapping region after the switch in domains, this would be evidence that ‘fresh’ neurons from a distinct neural population were responsible for the processing of each of the two domains.

The paradigm of fMRI adaptation has been exploited twice in the neural comparison of music and speech. Sammler et al. [40] used this technique to induce neural adaptation to listening to lyrics, melodies and songs. Reductions of the BOLD response were observed along the superior temporal sulcus and gyrus (STS/STG) bilaterally. Within these regions, the left mid-STS showed an interaction of the adaptation effects for lyrics and tunes, suggesting shared processing of the two components. The degree of integration decayed towards more anterior regions of the left STS in which the stronger adaptation for lyrics than for tunes was suggestive of independent processing of lyrics. Evidence for an integrated representation of lyrics and tunes was also found in the left pre-motor cortex, possibly related to the build-up of a vocal code for singing.

However, in a subsidiary analysis of a recent study [41], we showed music–music, but no speech–music adaptation, in the ‘music-preferred’ area in the anterior STG [42]. This preliminary result suggests that distinct neural populations underlie the activations observed in this region for speech and music.

Altogether, results show both a neural dissociation as well as a high degree of neural sharing between music and speech, which could arise from the involvement of voice-specific areas. Further studies exploiting this paradigm represent an opportunity for characterizing the nature of the shared mechanisms.

One optimal avenue for future adaptation studies is provided by the song illusion discovered by Deutsch [43]. This illusion is created by the repetition of a phrase that sounds initially like speech and through repetition, as if it were sung. One possible account of this illusion is that the neurons underlying speech perception get adapted through repetition, whereas the neural population underlying music perception does not. The robustness of music perception to neural attenuation may originate from the fact that repetition is a characterizing feature of music and not of speech [44].

The only fMRI study that has tested the neural correlates of the song illusion used different phrases, albeit produced by the same speaker and matched for syllable length, in the spoken and sung condition [45]. Using such stimuli, it was found that BOLD responses were larger for speech perceived as sung than spoken in multiple brain regions, including the anterior STG and the right midposterior STG. There was no area more responsive to speech than to song. Although these results are compatible with a distinct musical contribution to the illusion, the use of an adaptation paradigm would provide more compelling evidence.

The use of adaptation procedures with fMRI should be pursued not only in passive listening tasks like the studies described above but also in active tasks. However, like any paradigm, it has its limits. Reduced activity can result from adaptation, but also from practice or expectation. Similarly, if adaptation disappears after a change of condition, say from speech to music, this could be because speech-induced neural changes interfered with music performance (see [46] for a discussion of various ways to interpret brain response adaptation).

(c) Intracranial recordings

The implantation of electrodes for pre-surgical evaluation of temporal lobe epilepsy represents a rare chance to distinguish neural responses to music and speech with excellent temporal and spatial resolution that largely exceeds that achieved with non-invasive methods. This high spatio-temporal resolution can address the question of shared versus distinct neural populations by revealing the degree to which the time course of neural responses differ in regions in which music and speech processing overlap. So far, depth electrodes have not been used in the comparison of music and speech.

Electrical activity has been recorded intracranially through subdural electrodes located above the left or right perisylvian region [47]. This method presents the advantage of recording temporal activity with high precision. However, the method still faces the difficulty of inferring the location of the sources on the basis of brain surface recordings, especially in overlapping regions.

Using this method to examine the contribution of the STGs to the linguistic and musical syntax, Sammler et al. [47] compared the early negativities evoked by violations of structure in sentences and chord sequences in five patients. The results showed considerable overlap in the bilateral STG, but also differences in the hemispheric timing and relative involvement of the frontal and temporal brain structures. While the combined data lend support for a co-localization of early musical and linguistic syntax processing in the temporal lobe, the mechanisms involved seem to depend on the (music or language) domain considered.

(d) Future directions

The existing evidence points towards substantial neural overlap between music and speech processing. A many-to-one mapping between cognitive functions and brain structures seems to characterize the human brain [27]. Therefore, it is more likely to find evidence of overlap than segregation. Nevertheless, there is converging evidence for music-specific responses along the neural pathways. The evidence is still scarce but strengthened by the diversity of the neuroimaging approaches used so far. Therefore, the question of overlap between music and speech processing must still be considered as an open question for the field. In this paper, we have reviewed technological advances that will allow us to tackle this issue more rigorously than in the past.

While using the novel fMRI techniques for cross-domain comparison, it may be useful to consider the following recommendations:

1. Make comparisons in native (subject-specific) brain space, rather in a common (normalized) one. Averaging across individually variable anatomies blurs brain activations and can create an artificial overlap of closely neighbouring but non-overlapping responses. For example, location of pitch maps in Heschl’s gyri and planum temporale varies widely across individuals [48,49]. Such variable organization and localization of cortical maps call for individually determined regions of interest.

2. Consider connectivity. The human brain is a highly connected and interactive structure. Domain specificity at high levels can impact low-level processing. That is, lower-level brain areas, such as the brain stem and the
primary auditory cortex, are influenced by higher-level areas via efferent connections [50].

(3) Manipulate stimulus/task parameters. Cognitive demands made by supposedly analogous operations in processing music and speech may widely differ. In order to avoid differences in brain responses driven by task difficulty rather than by domain specificity, one can manipulate a common factor (e.g. speed) or use an interference paradigm as is often the case in behavioural studies. In doing so, the perceptual demands should always be carefully controlled in order to avoid differences in brain responses driven by purely acoustic differences. As mentioned in §3b, Deutsch’s song illusion presents an ideal example of this type of control, because the input remains the same, whereas the percept changes through repetition.

4. Implications and conclusion

Neural sharing is a key concept for explaining transfer effects between music and language. Patel [28,51] has introduced the OPERA framework to explain why musical training may lead to enhanced speech processing. An essential condition of the OPERA hypothesis is neural overlap, a term used by Patel to refer to ‘neural sharing’. That is, in order for musical training to influence the neural processing of speech, a shared characteristic in both domains must be processed by a population of neurons shared by the musicality and the language brain networks.

The original OPERA hypothesis [51] focuses on acoustic features (e.g. waveform periodicity) rather than on cognitive demands (e.g. auditory working memory). This early focus on acoustical features converges with the evidence reviewed here suggesting that the processing of music and speech overlaps in posterior auditory cortex (basic acoustic processing) and becomes more differentiated anteriorly (domain-specific representation) [24,40]. However, the expanded OPERA hypothesis [28] incorporates the idea of shared cognitive processing into the discussion of neural overlap, based on the proposals that musical training enhances auditory attention and working memory [52,53]. Indeed, there is abundant evidence that attention sharpens sensory encoding in primary brain areas (see [54] for a meta-analysis of attention-related modulations in the auditory cortex). However, little is known about the neural specificity of these top-down effects. Backward propagation along neural pathways may be diffuse and affect several distinct sensory systems, not just speech. In that case, neural sharing is not necessary for transfer between musicality and language. Therefore, as research guided by the OPERA hypothesis proceeds, it is important to consider methods that are sufficiently sophisticated to make justifiable claims regarding the neural sharing between music and speech processing.

The systematic search for neural sharing between music and speech is an important avenue not only for clinical and education purposes, but also for the understanding of the neurobiological origins of musicality. It is common for neural circuits established for one purpose to be re-used or recycled during evolution. For example, in the zebra finch, some song nuclei may participate in the learning of non-vocal tasks such as food avoidance. These findings suggest that the specialized forebrain pre-motor nuclei controlling song evolved from circuits involved in behaviours related to feeding [55]. In humans, we have examined the possibility that musicality recycles emotion circuits that have evolved for emotional vocalizations [56].

Dehaene & Cohen [57] have proposed an interesting ‘recycling’ proposal because it entails neural and functional constraints on the newly acquired function. The recycling may only occur if a network of neural structures already has (most of) the structures necessary to support the novel set of cognitive and physical procedures that characterize the new function. As a result, the neural manifestations of novel abilities should have some common characteristics and share some possibilities for learning with non-human primates. This theory makes clear some of the limits and costs of neuronal recycling. The greater the distance between the function(s) and the existing cortical structure, the harder the learning process will be, and the more likely that the learning process will disrupt the other functions that the common neural circuitry supports. Therefore, if some core component of musicality can be found to share a brain region or network involved in language, it may reveal a novel pathway by which humans may have achieved their highly sophisticated use of sound.
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Endnote

1 According to the proposal introduced in reference [1], we are distinguishing between musicality and music, as follows. Musicality is defined as a spontaneously developing set of traits based on, and constrained by, our cognitive and biological system. Music is defined as a social and cultural construct based on that musicality.
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