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The use of coherent X-ray lasers for structural biology allows the use of nanometre diameter X-ray beams with large beam divergence. Their application to the structure analysis of protein nanocrystals and single particles raises new challenges and opportunities. We discuss the form of these coherent convergent-beam (CCB) hard X-ray diffraction patterns and their potential use for time-resolved crystallography, normally achieved by Laue (polychromatic) diffraction, for which the monochromatic laser radiation of a free-electron X-ray laser is unsuitable. We discuss the possibility of obtaining single-shot, angle-integrated rocking curves from CCB patterns, and the dependence of the resulting patterns on the focused beam coordinate when the beam diameter is larger or smaller than a nanocrystal, or smaller than one unit cell. We show how structure factor phase information is provided at overlapping interfering orders and how a common phase origin between different shots may be obtained. Their use in refinement of the phase-sensitive intensity between overlapping orders is suggested.

1. Introduction

With 7 nm-diameter coherent hard-X-ray beams demonstrated [1] and 100 nm beams in routine use now at X-ray lasers, such as the Linac Coherent Light Source (LCLS) [2], we consider here the properties of diffraction patterns obtained from nanocrystals by such a necessarily highly convergent beam (CB). Particular interest attaches to the question of whether the resulting angular integration over the crystal rocking curve (needed to obtain structure factors) is useful for time-resolved snapshot diffraction with a free-electron X-ray laser (XFEL), whose monochromatic radiation does not allow use of the normal Laue mode. Laue diffraction uses polychromatic radiation in the transmission geometry to integrate over the rocking curve for each reflection (figure 1). Cornaby et al. [3] have recently demonstrated Laue diffraction from Lysozyme crystals so small that only a single diffraction pattern may be obtained from them, providing full reflections. Currently, serial femtosecond crystallography (SFX) requires 10,000–100,000 indexed diffraction patterns for accurate structure factor ratios, a requirement which, with current liquid jet delivery technology and the LCLS XFEL pulse repetition rate of 120 Hz, wastes precious biological sample volume and limited experimental time. For time-resolved studies, this number of patterns is necessary for each time step. By integrating over entire Bragg reflections in a single shot, CB SFX would significantly decrease the required amount of sample and experimental time, which is crucial for time-resolved studies.

We also discuss differences in the patterns that result from the use of a coherent or incoherently filled illumination cone. We compare the cases where the beam diameter, in the transmission geometry, is larger or smaller than the crystal, and discuss the new features (related to ptychography) which arise when using a coherent beam which is smaller than a single unit cell, and the structure factor phase information contained in overlapping coherent diffraction orders in the projection approximation at low resolution.

2. The geometry of convergent beam X-ray diffraction

We consider first the simplest case where a cone of rays from an aperture converge onto a thin slab of perfect crystal much wider than the beam, in the transmission
geometry. The beam may be focused to a point a small distance $\Delta f$ from the sample, measured along the optic axis, and we take a sample-to-detector distance $L$. Where the aperture is coherently filled (CCB) and the sample not periodic, this geometry has a rich history, because it corresponds to the case originally analysed in detail by Gabor for inline, divergent beam holography (see [4] for a review). Then, because it produces a point-projection real-space shadow image with magnification $M = L/\Delta f$ (potentially with nanometre resolution [5]), it solves the phase problem [6]. This arrangement of an aberrated spherical wave converging onto a sample has recently been analysed for X-ray radiation by Nugent et al. [7] in the projection approximation for non-periodic samples, and for crystals where the coherent Bragg orders do not overlap.

The case where the aperture can be treated as an ideally incoherent extended source of hard X-ray radiation has been discussed by Ho et al. [8] in their experiments using capillary optics for beam focusing. Figure 2 shows the general three-dimensional geometry for a single reflection $g$ only. For a given camera length and wavelength, each pixel at the detector defines a momentum transfer $\Delta k = k_i - k_o$ [9], which is equal to any reciprocal lattice vector $g$ at the Bragg condition. Here, $k_i$ ($|k_i| = 1/\lambda$) is an incident wavevector, defining one plane-wave component of the incident cone of illumination and one Ewald sphere (ES) orientation. For such a thick slab geometry, $h\Delta k = hg$ is then the only allowed momentum transfer for a perfect crystal in the transmission geometry. With a small beam divergence, the resulting patterns show partial reflections. At synchrotrons, a goniometer is then used to rotate the crystal across the Bragg condition in order to obtain a full reflection and so extract structure factors. This cannot be done in the ‘diffract-and-destroy’ mode at an XFEL, so that thousands of snapshot diffraction patterns showing partial reflections must be summed from nanocrystals of different size in random orientations to provide the angular integration over the rocking curve. In figure 2, we note that the Bragg condition for reflection $g$ is maintained as the crystal is rotated about OA, or, equivalently for a fixed crystal along points within the illumination aperture along BC, as the line BO is rotated about OA, generating points along BC at the source and BC' at the detector. A typical CB XRD pattern from a large crystal therefore consists of a set of short lines (spanning the source image), instead of spots, running normal to each reciprocal lattice vector, as shown in figure 3. We also see that a full reflection can now be obtained from a single shot by performing an integration across these lines during the data analysis. This suggests a more efficient way to undertake time-resolved diffraction. In protein crystallography, however, this geometry raises the problem of overlapping orders, and consequent auto-indexing difficulties, because overlapping reflections cannot be indexed.

For a crystal much larger than the beam, this CCB XRD geometry thus provides an angular view of the crystal rocking curve, and may do so in the many reflections which are near a Bragg condition simultaneously. Because a point at B within the illumination aperture gives rise to a point at B', the patterns will be independent of the degree of coherence across the aperture. Provided the sample is a slab of perfect crystal much wider than the beam, an incident plane-wave can only give rise to a Bragg-scattered plane-wave, if inelastic processes and defect scattering are ignored, so that the degree of coherence between adjacent points in the effective source plane DE in figure 2 is unimportant. (Each point within DE defines a different incident plane-wave, and there is no interference between them at the detector). The coherence width in this plane is about $\lambda/a$, where $a$ is the semiangle subtended on the optic axis in the effective source plane DE by an extended
ideally incoherent physical source at $P$. In this case, coherent and ‘incoherent’ convergent-beam patterns from a parallel-sided slab sample should be identical. To obtain the smallest probes (formed as the image of a point), coherent diffraction-limited conditions must be used.

3. Coherent convergent-beam X-ray diffraction for finite crystals: coherence and the projection approximation

We consider now the case of CCB diffraction from a finite crystal of width $W$ with cell constant $a$ illuminated by a probe of diameter $d_p$. We consider successively the cases where the beam is bigger than the crystallite $d_p > W$, smaller (but bigger than one unit cell) $W > d_p > a$, and finally a beam smaller than one unit cell $d_p < a$. In each case, we are interested in the question of whether structure factors can be extracted from the data without using a goniometer to provide angular integration over the nanocrystal rocking curve, and how this depends on the coherence properties of the source, and the beam diameter. For the idealized case of a fully coherent XFEL using an ideal aberration-free lens, the focused beam is a diffraction-limited image of a point, so we could take $d_p \sim 1.2 \lambda / \theta_C$ (adapted from Rayleigh’s criteria), with $\theta_C$ the beam divergence shown in figure 2. More detailed simulations would be needed to take account of the aberrations present in the Kirkpatrick–Baez mirrors or refractive optics actually used in practice, and the effective source size—we represent all these effects here by a wavefront aberration function.

For small beam divergence, by contrast to the case of a crystalline slab wider than the beam treated above, the diffraction pattern from a small crystal now depends on the source coherence conditions. If such a beam is wider than the nanocrystal, then one incident plane-wave component gives rise to a spread of scattering at the detector (the lateral nanocrystal shape transform), while scattering from an adjacent plane-wave component of the incident cone generates a displaced shape transform at the detector. The total intensity detected will then depend on whether these contributions are added coherently or incoherently, and hence on the degree of coherence at the illumination aperture, and so on the effective source size at $P$.

Figure 4 shows the charge–density map we have used in these simulations for photosystem II (PSII) nanocrystals, projected along the $c$ axis (PDB entry 3ARC, $a = 122, b = 228,$
c = 286 Å, α = β = γ = 90°). Also shown are five possible positions of a coherent XFEL beam, roughly drawn to scale. In this paper, in order to extract the essential principles of CCB XRD from nanocrystals, we initially treat only two-dimensional diffraction, and so adopt the low-resolution projection approximation, with a flat Ewald sphere, with beam along a major zone axis. The three-dimensional CCB case is treated in §9. Thus, only the Bragg reflections in the innermost disc of reflections are considered, in the zero-order Laue zone. For XFEL serial femtosecond snapshot (SFX) diffraction, the orientations of the nanocrystals are actually random. The projection approximation holds for that region around the origin of reciprocal space in which the Ewald sphere may be approximated by a plane passing through the origin. If the criterion for flatness is that the sphere should pass through the central maxima of shape transforms as measured along the beam direction, then resolution is limited to \(d_m > \sqrt{\lambda t}/2\) [10], where \(t\) is the thickness of the nanocrystal, which is inversely proportional to the width of the shape transform. In that case, a projection of the crystal density is given directly by a Fourier series involving only structure factors for resolutions \(d_{\text{flat}} > d_{\text{ave}}\), and the Ewald sphere curvature can be ignored. At larger thickness, it may be shown from the dynamical theory that the width of these ‘shape transforms’ for a perfect crystal tends to the inverse of the dynamical extinction distance, but is more likely to be determined by mosaicity for real crystals. For a nanocrystal of PSII, consisting of 10 unit cells on a side \(10\) unit cells, the area of the nanocrystal is \(122^{2} \text{nm}^{2}\). For a nanocrystal of PSII, consisting of \(10\) unit cells on a side \(286\) nm thick, projected along \(c\), at \(20\) Å resolution \((a = 122, b = 228, c = 286\) Å, \(α = β = γ = 90°\)). This is used for simulations throughout this paper. Five possible X-ray beam positions are indicated, approximately to scale for a beam of \(d_p = 244\) Å diameter. (b) The same map at \(50\) Å resolution, again in the projection approximation. The circle indicates the diameter of a \(60\) nm X-ray beam. With \(10\) \(\times\) \(10\) unit cells, the area of the nanocrystal is \(122 \times 288\) nm. The yellow dashed rectangle indicates one unit cell. (Online version in colour.)

Figure 4. (a) Charge–density map for PSII nanocrystal consisting of \(10 \times 10 \times 10\) unit cells, \(286\) nm thick, projected along \(c\), at \(20\) Å resolution \((a = 122, b = 228, c = 286\) Å, \(α = β = γ = 90°\)). We note that when contours of equal intensity are plotted on a plane containing the optic axis, the distribution of light for a beam at Gaussian focus is well collimated near the axis, so that a focused coherent beam need not be much wider than a nanocrystal to see the shape-transform effects described here. Under plane-wave illumination conditions, the diffracted photon flux \(I\) (counts per pulse) at \(Δk = k_i - k_o\) produced by the \(nth\) parallelepiped crystallite, consisting of \(N = N_1 \times N_2 \times N_3\) unit cells, is given in the kinematic theory as

\[
I_n(Δk, k_o, α, β, γ; N) = J_0|F(Δk)|^2 r_i^2 P(k_o) \times \sin^2(N_1\Psi_1) \sin^2(N_2\Psi_2) \sin^2(N_3\Psi_3) \DeltaΩ, \quad \text{(4.1)}
\]

where \(F(Δk)\) is the structure factor of the unit cell. \(J_0\) is the incident photon flux density (counts per pulse per area) and \(ΔΩ\) is the solid angle subtended by a detector pixel. Here

\[
\Psi_1 = 2m \sin(\theta) \cos(α), \quad \Psi_2 = 2m \sin(\theta) \cos(β), \quad \Psi_3 = 2m \sin(\theta) \cos(γ),
\]

and

\[
\text{(4.2)}
\]

where \(θ\) is half the scattering angle, and \(α, β, \text{ and} γ\) define the crystal orientation as the angles which the scattering vector \(Δk\) makes with the directions of the real-space unit cell vectors \(a, b\) and \(c\). \(Δk\) is defined by the position of the detector pixel and X-ray wavelength, and defines a point in reciprocal space where the Ewald sphere intersects the shape transform. \(r_o\) is the classical radius of the electron, equal to \(2.82 \times 10^{-5}\) Å. The X-ray radiation produced by the LCLS is plane polarized, so that the polarization factor for polarization along the unit vector \(u\) becomes \(P(k_o) = 1 - (u \cdot k_o)^2\). An angular integration over the triple product in equation (4.1) is proportional to \(N_1N_2N_3\), and the volume of the crystal. At a Bragg condition, the triple product is equal to \(N_1^2N_2N_3^2\), and

4. Beam larger than nanocrystal

For \(d_p \gg W\), the essentially plane-wave illumination shows a set of lateral shape transforms laid down on each reciprocal lattice site, in accordance with the expression for nanocrystal XRD given by Kirian et al. [9]. We note that when contours of equal intensity are plotted on a plane containing the optic axis, the distribution of light for a beam at Gaussian focus is well collimated near the axis, so that a focused coherent beam need not be much wider than a nanocrystal to see the shape-transform effects described here. Under plane-wave illumination conditions, the diffracted photon flux \(I\) (counts per pulse) at \(Δk = k_i - k_o\) produced by the \(nth\) parallelepiped crystallite, consisting of \(N = N_1 \times N_2 \times N_3\) unit cells, is given in the kinematic theory as

\[
I_n(Δk, k_o, α, β, γ; N) = J_0|F(Δk)|^2 r_i^2 P(k_o) \times \sin^2(N_1\Psi_1) \sin^2(N_2\Psi_2) \sin^2(N_3\Psi_3) \DeltaΩ, \quad \text{(4.1)}
\]

where \(F(Δk)\) is the structure factor of the unit cell. \(J_0\) is the incident photon flux density (counts per pulse per area) and \(ΔΩ\) is the solid angle subtended by a detector pixel. Here

\[
\Psi_1 = 2m \sin(θ) \cos(α), \quad \Psi_2 = 2m \sin(θ) \cos(β), \quad \Psi_3 = 2m \sin(θ) \cos(γ),
\]

and

\[
\text{(4.2)}
\]

where \(θ\) is half the scattering angle, and \(α, β, \text{ and} γ\) define the crystal orientation as the angles which the scattering vector \(Δk\) makes with the directions of the real-space unit cell vectors \(a, b\) and \(c\). \(Δk\) is defined by the position of the detector pixel and X-ray wavelength, and defines a point in reciprocal space where the Ewald sphere intersects the shape transform. \(r_o\) is the classical radius of the electron, equal to \(2.82 \times 10^{-5}\) Å. The X-ray radiation produced by the LCLS is plane polarized, so that the polarization factor for polarization along the unit vector \(u\) becomes \(P(k_o) = 1 - (u \cdot k_o)^2\). An angular integration over the triple product in equation (4.1) is proportional to \(N_1N_2N_3\), and the volume of the crystal. At a Bragg condition, the triple product is equal to \(N_1^2N_2N_3^2\), and
Figure 5. Diffraction pattern from a 10 x 10 unit cell nanoxtal of PSII (286 nm thick) using 1 Å X-rays, with a small beam convergence forming a beam much wider than the crystal. Sinc function shape transforms are seen at each Bragg condition. Shape transforms are clearly seen. Inset shows two-dimensional sinc function shape transform at (−110) Bragg spot. (Online version in colour.)

the diffracted intensity is therefore proportional to the square of the number of electrons in the crystal. In the projection approximation, we take \( k_1 \) parallel to \( c \), and \( \Delta k_z = 0 \) with \( \psi = 90^\circ \) and \( \psi_3 = 0 \). Along \( \Delta k_z \) with \( k_z \) parallel to \( c \), for small angles, we have \( \Delta k_z \sim 2\theta/\lambda = 1/d_{\text{m}} \). Figure 5 shows the resulting diffraction pattern for this case where a wide beam runs along the \( c \)-axis of a PSII nanocrystal consisting of 10 x 10 unit cells for the 12.4 keV X-rays used throughout these simulations. The first minimum of intensity in the shape transform around each lattice site from the nanocrystal (shown inset) occurs at scattering angle \( 2\theta = \lambda/W \).

The extraction of structure factors, which requires an angular integration across these shape transforms from a large number of randomly oriented nanocrystals, is described in detail in Kirian et al. [11] and White et al. [12], using a Monte Carlo approach for the three-dimensional case. This approach to time-dependent protein crystallography, using the pump-probe method, has been successfully demonstrated for submicrometre-sized photosystem I—ferredoxin cocrystals [13], and more recently for atomic-resolution imaging of a static structure for the enzyme cathepsin B [14].

5. Beam smaller than crystal

We model the incident X-ray beam by a probe function

\[
\Psi_p(\mathbf{r}) = \frac{J_1(2\pi\theta |\mathbf{r}|/\lambda)}{2\pi\theta |\mathbf{r}|/\lambda}.
\]

(5.1)

with \( c \) a normalisation constant and \( J_1(x) \) a Bessel function. A beam divergence of \( \theta = 1 \) mrad (smaller than the Bragg angle) corresponds to a probe whose radius is \( r_p = 0.6 \lambda/\theta = 60 \text{ nm} \) (with Gaussian damping to 50 nm). In the weak-phase object projection approximation, the sample exit wave function is then, for a focused beam centred at two-dimensional coordinate \( \mathbf{R} \), expressed as

\[
\Psi_p(\mathbf{r}, \mathbf{R}) = ir_p\lambda \Psi_p(|\mathbf{r} - \mathbf{R}|)\rho_p(\mathbf{r}),
\]

(5.2)

with \( \rho_p(\mathbf{r}) \) the two-dimensional electron density projected in the beam direction. This expression, based on a first-order expansion of the phase-shift introduced by X-ray traversing a thin crystal, is widely used in the soft-X-ray community [15].

The diffraction pattern amplitude is obtained by two-dimensional Fourier transform of \( \Psi_c \). The relationship between this expression to equation (4.1) can be understood from a comparison of the Born series [16], giving equation (4.1), with the Molière high-energy approximation [17]. These can be shown to agree in their predictions for the beam-energy-dependence of the total scattered energy per pulse per particle, which is proportional to the square of the X-ray wavelength for both hard and soft X-rays, because the factor \( \lambda \) in equation (5.2) (not present in the first Born approximation) cancels with a prefactor \( 1/\lambda \) in the Kirchoff diffraction integral, applied to equation (5.2). Forward scattering is fixed by the number of electrons per sample, independent of wavelength, whereas the area of scattering at the detector is proportional to \( (\lambda/D)^2 \) for a particle of size \( D \), giving an overall \( \lambda^2 \) dependence for coherent scattering from a dielectric sphere. Equation (5.2) does, however, predict correctly a ninety degree phase shift between direct and scattered X-rays, which is not present in the Born approximation, owing to differing treatments of boundary conditions. We note that Darwin’s formula for Bragg diffraction from a bulk crystal [18], when integrated across the rocking curve, predicts a stronger \( \lambda^2 \)-dependence of scattered intensity on beam energy because it treats a bulk crystal, does not make the projection approximation made above, and treats full rather than partial reflections.

In decisions concerning the maximum beam energy for future XFEL designs, this rapid fall-off in scattered intensity with increasing beam energy must be combined with the dependence of the incident XFEL fluence per shot on beam energy (often decreasing), together with cost estimates to determine a cost/benefit ratio for scattering experiments. In general, because XFEL cost may be proportional to electron accelerator energy (which vary from a few GeV for soft X-rays to perhaps 18 GeV for hard), we see that costs explode, whereas useful scattering plummets, with increasing X-ray energy. The minimum energy for which protein crystallography can be supported, so that the wavelength does not limit resolution may be about 5 keV (\( \lambda = 0.25 \text{ nm} \)), using wide-angle detectors, whereas lower energies are now of considerable interest for time-resolved spectroscopy and phasing experiments which use absorption by atomic species native to proteins.
Within these approximations, the coherent diffraction pattern amplitude for a small beam centred at \( \mathbf{R} \) on a nanocrystal can be written
\[
\Psi_d(\Delta \mathbf{k}, \mathbf{R}) = \psi_p(\mathbf{r}) \rho_p(\mathbf{r}) \exp\left(2\pi i \Delta \mathbf{k} \cdot \mathbf{r}\right) \, d\mathbf{r}
\]
\[
= \nu_c \Lambda \left[ \psi_p(\Delta \mathbf{k}) \exp\left(2\pi i \Delta \mathbf{k} \cdot \mathbf{R}\right) \right] \otimes \rho_p(\Delta \mathbf{k}),
\]
where \( \psi_p \) and \( \rho_p \) are two-dimensional Fourier transforms of \( \psi_p \) and \( \rho_p \) respectively, and \( \otimes \) denotes convolution. We see here how, in general, at each lattice site we can expect to see the circular diffraction discs described by \( \psi_p \) convoluted with the Fourier transform of the external nanocrystal shape. The diffracted intensity is \( \Psi_d(\Delta \mathbf{k}, \mathbf{R})/\psi_p(\Delta \mathbf{k}, \mathbf{R}) \). For a beam much smaller than the size of the nanocrystal, the pattern becomes insensitive to the crystal boundaries, and the pattern becomes identical to that from a laterally infinite slab illuminated by a highly convergent coherent beam. Such a pattern is shown simulated, based on equation (5.3), in figure 6. A large computational superlattice of side \( L \) has been used with the density in figure 4, where \( L \) is much larger than the nanocrystal width \( W \) and probe size \( d_p \). Here, we use \( L \sim 5 \, W \). The extraction of structure factors in this case is straightforward, requiring only an integration over the area of the diffraction discs.

6. Beam at edge of nanocrystal

Another important practical case arises in snapshot diffraction when a beam smaller than a nanocrystal strikes the edge of the crystal, as for position \( B \) in figure 4a. Figure 7 shows a simulation for this case. Earlier work for the analogous scanning transmission electron microscope case had shown the development of ‘spot-splitting’ of annular intensity distributions for a probe spanning the edge of a nanocrystal [19]. The orientation of the splitting usefully gives the direction of the crystal boundary relative to the crystal lattice. It may also be useful for the
analysis of planar defects, because planes that are unaffected by such a defect produce unsplit CCB discs, whose indexing gives the orientation of the planar fault [6]. While no reflected X-ray intensity from the side of the crystal can be present within this projection approximation, we do see diffuse scattering from the edge, convolved coherently with the diffraction discs, producing the smeared discs seen in figure 7. The direction of the smearing gives the orientation of the edge of the nanocrystal. Unlike the previous case, the diffracted intensity now depends explicitly on the beam position. This smearing effect may modify all reflections equally. Figure 8a shows a plot of the ratio of the total intensity within the first- and second-order discs as the beam runs from the centre to the edge of the crystal along the a-axis direction (from A to B in figure 4a), compared with the true ratio of these structure factors. Incorrect values, differing by more than 10% from the correct value, start to appear when the beam is 4 diameters from the edge. The error is least with the smallest beam divergence shown. Figure 8b shows a similar plot for beam movement from the centre of the nanocrystal along the b-axis direction. At the larger beam divergence shown, the coherent orders now overlap with the larger period b. The oscillations result from the variation in intensity within the regions where the CCB discs overlap. At smaller beam divergence, the ratio remains approximately correct.

7. Beam smaller than unit cell

In order to form a diffraction-limited coherent beam whose width is about equal to the unit cell dimension, it is necessary to use a beam divergence comparable to the Bragg angle in which case the diffraction discs start to overlap and interfere. The beam width is then much smaller than the nanocrystal, so that ‘shape transforms’ are not seen in the diffraction pattern, which consists of overlapping coherent Bragg discs with sharp edges. Each disc is an image of the ‘pinhole’ illumination aperture. Each incident plane-wave gives rise to an outgoing scattered plane-wave. This arrangement was proposed by Hoppe [20] (as ptychography) for phase determination in electron microscopy, and a related analysis, based on the use of Wigner distributions, has been given by Chapman [21] for experimental soft X-ray diffraction patterns. To understand this arrangement, we set the expression for the radius of the beam diameter, \( r_p = 0.61 \lambda / \theta_p \), equal to the period of the lattice \( b = \lambda / (2h_b) \), as shown in figure 9. This gives

\[
\theta_l = 1.22 \theta_p, \tag{7.1}
\]

as the condition which makes the radius of an ideal diffraction-limited coherent beam (approximately equal to its full width half maximum) equal to the lattice constant, so that the spacing between zeros of the beam (equation (5.1)) is \( 2b = 45.6 \text{ nm} \).

With overlapping orders, we see in figure 10 (with beam direction drawn to the right) that there are now two interfering contributions to the detector intensity at D along paths BMD and AMD, differing by Bragg diffraction at the sample. This interference produces fringes across the overlap region.

This effect can be understood in a simpler manner, as shown in figure 11 (beam running to the right) where the beam is now defocused to a point S upstream of the sample, so that diverging Bragg cones are kicked off to the side. These will then define, by rearward asymptotic extension of rays, additional virtual point sources \( S' \), each coherent with the original and lying on reciprocal lattice sites. These sources then generate an atomic-resolution shadow image of the crystal within the overlap region, magnified by \( L / \Delta f \) (see Spence [10] for a review and experimental examples of dramatic interference fringes between overlapping orders). Figure 12 shows a simulation of patterns similar to figure 6 for this case where the beam is about equal to the unit cell dimensions, and orders overlap. The interference fringes are found to reverse contrast as the beam is moved by half the unit cell distance. The patterns have the following features.

1) The overlapping interference fringes depend on beam position (unlike the previous cases with beam smaller than crystal but bigger than cell, unless it strikes the edge). The intensity outside the overlap region does not depend on beam position.

2) For just two overlapping orders, the overlap intensity distribution is sinusoidal across the detector. At much larger beam divergence, when all orders overlap at the centre of the detector, the pattern becomes a faithful point-projection image of the projected crystal structure. (If an image could be read out using a small point detector on the axis as the beam is scanned, the result would be a point-projection image of the point projection of the crystal structure.)
be an atomic-resolution STXM image. This is consistent with the principle of reciprocity, relating bright-field scanning (STXM) and full-field imaging.)

(3) The intensity in the overlap region depends also on focus setting and the aberrations of the beam-forming optics. At the midpoint of the overlap, the intensity is independent of all even-order aberrations and focus setting on this 'achromatic circle', where aberration phase-shifts cancel.

(4) As the beam becomes smaller than the cell, with increasing beam divergence, information on the translational symmetry of the crystal is progressively lost, as it becomes increasingly difficult to identify the reciprocal lattice points from the centres of the discs. What remains is a pattern that accurately reflects the point group symmetry of the crystal structure as reckoned about the centre of the beam location.

Figure 9. Relative sizes of beam, unit cell and diffraction discs, for PSII in the case where 22% overlap of orders makes the radius of the beam just equal to the period of the crystal. Upper right inset shows the corresponding diagram of the diffraction discs, with three intensity regions A, B, T, from which intensities \( I_A, I_B \) and \( I_T \) may be used to determine two structure factors, their sum and phase difference. This condition requires \( \theta_c = 2.7 \text{ mrad} \approx 1.22 \theta_B \), defocus zero, Gaussian cut-off \( \sigma = 50 \text{ nm} \) at beam energy of 12.4 kV. (Online version in colour.)

Figure 10. With overlapping orders, there are two interfering contributions to the intensity at the detector point D along paths BD and AMD, differing by Bragg diffraction. The overlap intensity is then sensitive to both the beam coordinate and the beam optics aberrations, whereas the intensity outside the overlap region is not.
Where these adjacent coherent orders overlap and interfere they contain information on the phase difference between structure factors, and so might be used to solve the phase problem, as we now discuss.

We consider the extraction of structure factors and phases from these patterns. For the case when many such patterns with overlapping orders are collected with the beam in random positions, the Monte Carlo method is an average over the interference fringe intensity with respect to beam position. If only adjacent orders overlap, then the fringe intensity in the overlap region between beams $\Psi_0$ and $\Psi_g$ is, for a single shot [22]

$$I_0(c, \Delta \theta, \Delta) = \int_{-a_0}^{+a_0} [\Psi_0(s)]^2 + [\Psi_g(s)]^2 d\theta$$

$$+ 2|\Psi_0(s)||\Psi_g(s)| \int \text{source } F(x-c) \cos \{2\pi x/a - \chi(g + \alpha/\lambda)$$

$$\chi(g - \alpha/\lambda) + \Delta\theta(s)\} dx d\alpha,$$

or

$$I_0(c, \Delta \theta) = I_I = I_A + I_B + I_C,$$

where $a_0$ is the detector pixel angular size, and $x/a$ is the

Figure 11. Ray diagram showing the formation of virtual sources $S'$ when the X-ray beam is focused upstream of the sample, by rearward asymptotic extension of Bragg CCB cones. This array of coherent virtual point sources lie on the reciprocal lattice for the crystal and so produce interference fringes at the detector in the form of a real-space image of the crystal. The magnification is approximately $L/\Delta f$

Figure 12. CCB XRD pattern from $10 \times 10$ unit cell nanocrystal of PSII, with convergence semiangle $\theta_c = 4$ mrad $= 1.82 \theta_0$, defocus $\Delta f = -150000$ Å, Gaussian cut-off $\sigma = 500$ Å, probe at centre of nanocrystal, probe size smaller than unit cell (resolution limit 20 Å). Sinusoidal interference fringes are clearly seen in overlap region between discs which form a point-projection real-space image of the crystal structure. Inset is shown the diffraction geometry needed for phase determination with common origin between shots, using the closed loop $(0, h, g)$ which is rotated by 90° with respect to the simulated pattern.
fractional beam coordinate within the cell. \(F(x)\) is a source intensity distribution function (assumed to be ideally incoherent) to allow for partial coherence of the X-ray beam, and \(c\) is the coordinate of the beam centre. \(\Delta \theta\) is the phase difference between structure factors for the two adjacent reflections. \(\alpha\) is the angular deviation from the Bragg condition \(g\), whereas \(\chi\) represents the aberration function of the probe-forming optics. Here, \(s = |\mathbf{g}||\alpha|\) is an ‘excitation error’ parameter that determines the orientation of the incident beam around the Bragg condition and is a measure of deviation from the exact Bragg condition. For a sufficiently thin and wide nanocrystal, the intensity distribution function of the Bragg beam does not vary appreciably across the diffraction discs (the rocking curve), and we may ignore the dependence of \(\Psi\) and \(\Delta \theta\) on \(s\). If we also ignore all aberrations except a focusing error, then the aberration function takes the following form:

\[
\chi(\Delta k, \Delta f) = -\pi a \Delta k^2 \Delta f, \tag{7.3}
\]

where \(\Delta f\) is the defocus of the probe-forming system. Combining equation (7.2) and equation (7.3), and assuming a point source and detector pixels of negligible size, we obtain

\[
I(\alpha, c, \Delta \theta) = I_T = I_L + I_B + 2\sqrt{I_L I_B} \cos \left( \frac{2\pi \alpha}{a} + \frac{2\pi c}{\Theta} + \Delta \theta \right)
\]

\[
= I_L + I_B + I_C, \tag{7.4}
\]

where the period of the fringes in scattering angle \(\alpha\) across the detector in the region of overlap is \(\Theta = \frac{1}{2} / (\Delta f g) = a / (2\Delta f)\), if the first-order d-spacing is \(a\). The period of these fringes \(X = 2L / \Theta = 2M a\) measured using a coordinate on the detector at distance \(L\) from the sample is then seen to be consistent with the geometrical shadow image model shown in figure 11, where the geometrical magnification is also \(M = L / \Delta f\). Our full simulations (figure 12) agree with these predictions; for example, at exact focus \(\Delta f = 0\), the magnification goes to infinity, and no fringes are seen.

For a diffract-then-destruct experiment with random beam positions within the unit cell for each shot, the indexed and merged data will provide a Monte Carlo sum over all beam positions \(c\). The last term \(I_C\) in equation (7.4) is then zero, and the integrated intensity within the overlapping region is the same as it would be for incoherent illumination, being proportional to the sum of the squares of the two adjacent structure factors. Three regions of overlapping orders are shown in the inset in figure 9. We see that by making angle-integrated intensity measurements of the quantities \(I_L, I_B\) and \(I_T\), after summing over beam positions, we can obtain the individual structure factors and their sums. For a two-dimensional pattern, each structure factor intensity \(I_L\) will be linked to four neighbours, and these measured nearest-neighbour structure factor sums can then be used as constraints in refinement, or in phasing by molecular replacement.

8. Phase information in overlapping coherent orders

The field of phychography has developed rapidly lately for non-periodic samples, using electron, X-ray and optical microscopy. This method of lens-less imaging is based on the analysis of a large number of coherent microdiffraction patterns recorded from regions for which the incident coherent beam overlaps with its previous scan position [23]. In its original form, it was developed as a solution to the phase problems for thin organic crystal in electron microscopy [20]. In that case, structure factor phases can be obtained if the coherent convergent-beam orders overlap, as shown by Spence [24] and, with experimental soft X-ray patterns, by Chapman [21]. We consider here briefly how this method might be applied to diffract-and-destroy data from protein nanocrystals where the beam hits random positions within the cell. Because of the narrow rocking curve for larger crystals and long extinction distance, significant intensity can only be expected in the region of overlap between reflections within the projection approximation for high X-ray energies, at low scattering angles, and for very thin nanocrystals, so that the method might at best provide a low-resolution phased map of electron density.

If we neglect the aberrations of the X-ray optical system, assume complete spatial coherence and neglect effects of finite detector pixel size, and consider a simple one-dimensional line of low-order diffraction discs, then measurements of \(I_L, I_B\) and \(I_T\) allow equation (7.4) to be inverted. This gives

\[
\cos(\phi) = \frac{I(\alpha, c, \Delta \theta) - I_L - I_B}{2\sqrt{I_L I_B}}, \tag{8.1}
\]

where \(\phi\) is the argument of the cosine function in equation (7.4), and \(I(\alpha, c, \Delta \theta) = I_T\) is the intensity in the overlapping regions, which depends on beam coordinate \(c\) within the unit cell. At the midpoint of the overlap (the Bragg condition if the beam is aligned along a zone axis), \(\alpha = 0\). By fitting sinusoids to the fringes at several overlaps (figure 12), one may form linear plots of \(\phi(x) = Ax + \Delta \theta\), with \(x\) the probe coordinate, where the intercept gives successive phase differences between structure factors. However, the fractional probe coordinate within the cell is not known and takes random values with each shot. For a given choice of origin (beam position within the unit cell), individual structure factor phases may be found along a line of overlapping reflections. However, the phase origin is different for each shot, so the phases determined from each shot must be related, which may be achieved as follows.

We consider three reflections \(0, h, g\) at the corners of a triangle, as shown inset in figure 12, with overlapping orders. Around any closed loop in reciprocal space, the sum of the phase differences between successive reflections is zero, so that only the phase term owing to the beam position accumulates. This allows the fractional coordinate of the beam within the unit cell to be determined for each shot, and so defines the phase origin for each shot. Then, for the geometry inset in figure 12, phase differences may be determined along the line of reflections shown. The individual structure factor phases are then fixed if the first can be determined. (In protein crystallography, this value can normally be set to zero as one of four origin-fixing phases; however, in our case, the origin is fixed by the beam position). For small proteins, however, the theory of direct methods for the necessarily non-centrosymmetric case of proteins [25] gives the sum of phases for three-phase invariants (whose lattice vectors sum to zero) as probably zero (modulo 2\(\pi\)). Applying this result in one dimension along the line of reflections shown in figure 12 (inset, for example to the reflections with one-dimensional indices 1, 2, \(-3\)) then provides enough information to find the first phase, and hence all of them. This process may be repeated for each shot, to provide phases referred to a common origin for all shots. Alternatively, one may just use the differences between phase differences \(\Delta \theta\).
which provide certain sums of phases which are independent of phase origin (beam position), and so may be used as constraints when phasing by other methods. Patterns from the same nanocrystal orientation might also be sorted by beam position, by comparing the registration of the sinusoids in the overlap region. Finally, this phase-sensitive intensity within the overlap region may simply be used as part of the overall refinement process against models, leading to much more accurate refinement. (This is analogous to the use of multiple scattering in refinement, which also renders scattered Bragg intensities sensitive to structure factor phases [26].)

Because the cosine function is even, however, an ambiguity in the sign of $\Delta \theta$ exists. It is remarkable that ptychography can resolve this ambiguity, by using the dependence of $I_f$ on beam position. Here, we show how this occurs in this highly simplified case—the information needed is thus provided for more sophisticated iterative algorithms [27] which might be used for these nanocrystal patterns. Without loss of generality, we assume the initial measurement of $\Delta \theta$ is small, and that a second measurement can be made with a new beam position which, from equation (7.2), increases the total phase difference measured. Then, for the positive solution for $\Delta \theta$ obtained from the previous reference beam position, this increase in phase will reduce the scattered intensity $I_f$ at the midpoint, according to equation (7.2). For the negative solution, the same probe movement will make the solution less negative, and hence increase the midpoint intensity. By comparing these predictions with the observed intensity change when the beam is moved, the sign ambiguity may be removed.

It is a remarkable feature of this method that the beam needs only to be as wide as the period of the crystal; nevertheless, much finer periodicities can be phased. Mechanical stability and broadening of the beam is not an issue with snapshot methods.

9. Convergence of coherent convergent-beam data for partial reflection integration

Finally, we return to the main aim of the paper, to determine whether full reflections can be measured for time-resolved pump–probe experiments using nanocrystal ptychography and a CB. We simulated 225 000 snapshot diffraction patterns from PSII microcrystals in random orientations (in three-dimensions) for XFEL beams with convergence angles of 0.0, 0.5, 1.0, 1.5, 2.0 and 2.5 mrad. These angles were chosen to be below $\theta = 2.68 \text{ mrad}$ (defined in equation (7.3)), to avoid overlapping reflections.1

These partial intensities were simulated using partial_sim from the CRYSTFEL software suite [12], with structure factors simulated from a model of PSII (PDB entry 3ARC) with ano_sfall.com [29], which primarily uses sfall from the CCP4 suite [30]. The standard deviation of the distribution of overall intensity scaling factors2 was set to 2.0, and the standard deviation of the Gaussian noise added to the simulated partial reflections was set to 20.0 ADU. The XFEL beam energy was 12.3 keV $\pm 0.012$ keV with a fluence of $10^{12}$ photons per pulse for all convergence angles. The Bragg spot profile size, which roughly corresponds to the inverse of the crystal size [12], was $0.001 \times 10^3 \text{ m}^{-1}$. The simulated detector had 800 $\times$ 800 pixels, each 110 $\mu$m$^2$, set at a distance of 20 cm from the interaction region giving a resolution of 4.6 Å at the side and 3.3 Å in the corner.

For a beam with a convergence angle of 2.5 mrad compared with a beam with no convergence, we observe an improvement in the overall consistency of the merged diffraction data as quantified by a reduction in $R_{\text{split}}$ by a factor of about 2 (figure 13a). $R_{\text{split}}$ defined as [31]

$$R_{\text{split}} = \frac{1}{2^{1/2}} \frac{1}{\sum(I_{\text{even}} - I_{\text{odd}})}$$

quantifies the internal consistency of the dataset by comparing reflection lists calculated from a (Monte Carlo integration of) the even- and odd-numbered diffraction patterns, separately. Figure 13b shows the mean partialities of reflections in each resolution shell for each convergence angle, showing the increase in partiality with beam divergence and resolution, as expected. Partialities were calculated as the volume fraction of a spherical Bragg reflection that intersects the Ewald ‘wedge’ formed by the convergent X-ray beam as described in fig. 3 in White et al. [12].

We also simulated snapshot diffraction patterns from crystals that were an order of magnitude larger, wherein the partialities were significantly higher, because the spherical Bragg reflection model was correspondingly smaller (results not shown). However, owing to this decrease in Bragg spot size, the multiplicity of the reflections was significantly lower from the same number of merged patterns, leading to a large increase in $R_{\text{split}}$, which indicates that multiplicity could play a more significant role in the accuracy of Monte Carlo integration than the partiality (for the narrow set of parameters tested here). An increase in the

\[
\text{Figure 13. (a) } R_{\text{split}} \text{ (defined in White et al. [31]) plotted against the number of merged diffraction patterns for several beam divergence values. The data converge more rapidly with larger beam divergence. (b) Mean partiality of the reflections plotted against resolution for several beam divergence values. More complete reflections are collected as beam divergence and resolution increases. (Online version in colour.)}
\]
beam divergence increases the reflection partialities and multiplicity, requiring fewer patterns for accurate structure factors. This would enable structural determination from smaller sample volumes, which is one of the current limitations in serial crystallography. More significantly, it reduces the data collection time for a three-dimensional structure at each time step in time-resolved SFXT experiments.

We have discussed the differences in diffraction patterns resulting from a coherent and incoherently filled illumination cone for the cases where the beam diameter, in the transmission geometry, is larger or smaller than the crystal. We discussed the new features arising when using a coherent beam smaller than a single unit cell, and considered how the structure factor phase information contained in overlapping coherent diffraction orders can be used to obtain low-resolution phase information from diffract-and-destroy data from protein nanocrystals, where the beam hits random positions within the cell. Finally, we have demonstrated how greater convergence angles (smaller than the Bragg angle) lead to higher partialities of measured reflections, and thus more rapid convergence in structure factor measurements. We suggest that by improving the efficiency of data collection and providing more complete reflections in each shot, CCB SFXT may be the preferred mode for time-resolved snapshot X-ray diffraction.
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Endnotes
1The highest convergence angle reported at LCLS was 0.773 mrad, using an iridium-plated diamond Fresnel zone plate [28].
2The overall intensity scaling factor accounts for fluctuations in incident intensity and/or crystal size. The distribution is a Gaussian centred on 1 and negative or 0 scaling factors are not allowed.
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