Functional brain networks underlying perceptual switching: auditory streaming and verbal transformations
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Recent studies have shown that auditory scene analysis involves distributed neural sites below, in, and beyond the auditory cortex (AC). However, it remains unclear what role each site plays and how they interact in the formation and selection of auditory percepts. We addressed this issue through perceptual multistability phenomena, namely, spontaneous perceptual switching in auditory streaming (AS) for a sequence of repeated triplet tones, and perceptual changes for a repeated word, known as verbal transformations (VTs). An event-related fMRI analysis revealed brain activity timelocked to perceptual switching in the cerebellum for AS, in frontal areas for VT, and the AC and thalamus for both. The results suggest that motor-based prediction, produced by neural networks outside the auditory system, plays essential roles in the segmentation of acoustic sequences both in AS and VT. The frequency of perceptual switching was determined by a balance between the activation of two sites, which are proposed to be involved in exploring novel perceptual organization and stabilizing current perceptual organization. The effect of the gene polymorphism of catechol-O-methyltransferase (COMT) on individual variations in switching frequency suggests that the balance of exploration and stabilization is modulated by catecholamines such as dopamine and noradrenalin. These mechanisms would support the noteworthy flexibility of auditory scene analysis.
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1. INTRODUCTION
Auditory perception plays indispensable roles in everyday life, such as enabling us to understand what is occurring where, communicate orally, and enjoy music. All these functions depend critically on the listener's internal process of organizing complex acoustic signals into coherent streams that usually correspond to sound sources. This process is called auditory scene analysis [1]. Conscious percepts can be considered a likely interpretation of the external auditory scene.

Over the past decade, significant progress has been made in understanding where and how auditory streams are formed in the brain (for recent reviews [2–4]). A number of studies have identified neural correlates of auditory streaming (AS) consistently in the auditory cortex (AC; or its avian homologue, the field L), with various techniques such as single- or multi-unit recordings for mammals [5–7] and avians [8–10], electroencephalography (EEG) [11–16], magnetoencephalography (MEG) [17–19] and functional magnetic resonance imaging (fMRI) [20,21] for humans.

However, these data do not necessarily mean that streams are formed in the AC. A recent study has demonstrated that neural response patterns in the cochlear nucleus (CN; the first nucleus in the auditory pathway) in anaesthetized guinea pigs are consistent with several psychophysical features of the perceptual organization of alternating tones in human listeners [22]. This finding is particularly important, because it suggests a possibility that neural activities corresponding to streams have already been created in subcortical neural sites including the CN, and in extreme cases, the neural correlates of streams observed in the AC may be a simple reflection of those created in the subcortical sites. Alternatively, the neural correlates of streams found in the CN may be created by top-down modulation from the AC through the descending auditory pathway. However, it is not clear which is the case.

Neural correlates of streams have also been found beyond the AC. In an fMRI study, the intraparietal sulcus (IPS), which is implicated in perceptual organization in vision, crossmodal binding and selective attention, showed greater activation when listeners
perceived an ambiguous tone sequence as two streams (S2) than when they perceived the same sequence as a single stream (S1) [23]. The interpretation of this finding is again ambiguous. One possibility is that auditory streams are already formed in or below the AC, and the IPS simply reflects them, for binding with the output of perceptual organization processes in other modalities. Another possibility is that the IPS activation is related to attention, which brings one of the already formed potential streams into awareness. Yet another possibility is that the IPS is related to attention, which modulates the way streams are formed in or below the AC. The critical point here is how selective attention influences streaming, which is a matter of continuing debate [24]. Some psychophysical studies indicate that attention can modulate stream formation under certain conditions [25,26]. On the other hand, EEG studies generally demonstrate that the initial stages of stream formation are stimulus-driven and automatic, and attention may affect only later stages where streams have been formed [11,13,16,27]. In any case, the role of the IPS in AS is not clear.

A related issue that also requires further research is the neural basis of schema-based processes in auditory scene analysis. So far, most studies have been devoted to primitive processes, which are assumed to operate at early levels of auditory information processing to analyse the auditory scene based on a set of simple acoustic rules that are likely to hold for a broad range of sound sources and events in general [1,28,29]. However, it is likely that listeners also use knowledge or schema of specific targets, such as speech, music and environmental sounds, when analysing an everyday auditory scene [24]. But what is the relationship between primitive and schema-based processes? A possibility is that source-specific knowledge stored in higher level brain areas feeds back to lower level brain areas that perform primitive auditory scene analysis. It is also possible that schema-based scene analysis in higher level brain areas is based on feedforward information from lower level brain areas.

Thus, although it is now probable that auditory scene analysis involves broadly distributed neural sites below, in, and beyond the AC, further research is needed to clarify the specific contribution of each neural site, and the functional connectivity and causal relationships among the relevant neural sites, in the formation and selection of streams. Clarifying these points would provide important clues about how a primitive analysis of acoustic features, knowledge of specific sound sources and selective attention interact to achieve auditory scene analysis.

We have addressed these issues through multistability in the perceptual organization of repeated acoustic patterns. Prolonged listening to a repeated triplet-tone sequence (ABA; A and B tones are at different frequencies) produces a series of perceptual switches between S1 and S2 [25,30–32]. Similarly, a series of perceptual changes can be produced by prolonged listening to a repeated word without a pause, which are called verbal transformations (VTs). For instance, ‘tress’ may be transformed into a variety of verbal forms, such as ‘dress’, ‘stress’, ‘drest’ or even ‘Esther’ [33,34]. The dissociation between physical stimulation and percepts in these multistability phenomena provides an effective means of identifying neural sites causally involved in the formation and selection of percepts (i.e. streams or verbal forms). We assumed that if some brain area is causally involved in the formation and selection of percepts, then the response in that area should be timelocked to reported perceptual switching within a listener. We also noticed significant individual variation in the number of perceptual switches both in AS and VTs, as reported earlier for visual multistable phenomena such as binocular rivalry [35]. The individual variation could provide an additional clue to the neural correlates of AS. If the magnitude of the response in a certain brain area correlates with the number of perceptual switches across listeners, it would indicate that the area may play a critical role in the formation and selection of percepts.

In a study of bistability in AS for a repeated triplet-tone sequence [36], we combined the use of different frequency differences (Δf; approx. 2 and 6 semitones centred at 1000 Hz) with an event-related fMRI design to examine whether the temporal dynamics of brain activity differs depending on the direction of the perceptual switches. The dominant percept depends on Δf between high and low tones [24]. The results demonstrated that the activity of the medial geniculate body (MGB) in the thalamus occurred earlier during switching from non-dominant to dominant percepts, whereas that of the AC occurred earlier during switching from dominant to non-dominant percepts, irrespective of Δf. The asymmetry of temporal precedence indicates that the MGB and AC activations play different roles in perceptual switching and depend on perceptual dominance rather than on S1 and S2 percepts per se. The results suggest that feedforward and feedback processes in the thalamocortical loop are essential in the formation of percepts in AS.

In a study of VTs for the repeated word ‘banana’ [37], we conducted an event-related fMRI analysis, which revealed that the left inferior frontal cortex (IFC), anterior cingulate cortex (ACC) and left prefrontal cortex (PFC) were activated when there were perceptual changes from one verbal form to another, but not when there were tone pips superimposed on the repeated word sequence. The number of perceptual changes showed positive and negative correlations with the signal intensity in the left IFC and the left ACC, respectively. The results suggest that the active generation of verbal forms may be linked with articulatory gestures for speech production, and that the frequency of perceptual switches is determined by a balance between the activations of the two brain regions. Structural equation modelling (SEM) demonstrated that individual differences in the number of perceptual changes depend on negative feedback from the ACC to the IFC via the posteri or insular cortex (PIC). These findings suggest that distributed frontal areas are involved in the formation and selection of the percepts underlying VTs. The areas identified in this study largely overlap those found in an fMRI study on VTs produced by the mental rehearsal of a repeated word [38], and in an event-related intracerebral EEG study of perceptual switching in VTs for two implanted...
epileptic patients [39]. The findings of these three VT studies are consistent with the dual-stream model of speech processing, which assumes that a ventral auditory stream maps sounds onto meaning whereas a dorsal stream maps sounds onto articular-based representations [40], and a general model for auditory–motor transformations in which the dorsal stream is characterized as the ‘do-pathway’ [41].

Our two studies, using a quite similar paradigm except for the stimuli, demonstrated the involvement of different brain networks in perceptual switching, but both highlighted the importance of the interaction of distributed sites. In the present paper, we re-analyse the data from those two studies to examine further the commonality and differences between AS (as an example of primitive scene analysis) and VTs (as an example of schema-based scene analysis). The analysis revealed the critical involvement of the cerebellum (Cb) in AS and the caudate nucleus (Cd) in VTs, neither of which were considered in our previous studies. We discuss this new finding in terms of the idea of motor involvement in the formation of percepts, not only in VTs as pointed out earlier, but also in AS.

To gain further insights into the neural basis of perceptual switching, we also conducted a new experiment to examine how neurotransmitters affect the individual variation in the number of perceptual switches in the two tasks, by means of the gene polymorphism of catechol-O-methyltransferase (COMT), which plays an important role in the degradation of catecholamines such as dopamine and noradrenalin [42]. A functional single-nucleotide polymorphism of the gene for COMT results in a methionine to valine mutation at position 158 (Val158Met). The Val variant catabolizes catecholamine at up to four times the rate of its methionine counterpart, resulting in significantly lower synaptic catecholamine levels following neurotransmitter release. Although the genetic effects of COMT on perception are unclear, a recent EEG study showed that the amplitude of the N100 component was smaller for Met/Met individuals than for Val/Met and Val/Val individuals during an auditory task, suggesting that the COMT genotype is associated with poor sensory gating of auditory stimuli [43]. It is possible that auditory multi-stable perception is also modulated by the COMT genotype. The results will be discussed in terms of the balance between exploration and stabilization in the formation and selection of percepts.

The two ideas, the motor involvement and the exploration–stabilization opponency, point to new directions for research on the formation and selection of auditory percepts.

2. BEHAVIOURAL, FUNCTIONAL IMAGING AND GENOTYPING EXPERIMENTS

(a) Method for behaviour–neuroimaging experiments

The methods used for the behaviour–neuroimaging experiments are described in the electronic supplementary material. In the AS task, the stimuli were 225 repetitions of a triplet tone that comprised high and low tones with intervals of silence. Two Δs were used in the experiment in Kondo & Kashino [36], but only the results for the Δf of 2 semitones are used for analysis here, to match the number of participants with the VT task. In the VT task, the stimuli were 265 repetitions of the word ‘banana’. In both tasks, the participants were instructed to listen to the sound sequence and indicate by a button press whenever they detected perceptual changes. We assigned 24 participants to five 90s runs of AS or VTs (12 participants for each task).

(b) Common and different brain activations

We first performed a conjunction analysis to identify any common activation for the two tasks. The AC, MGB and PIC were activated bilaterally during perceptual switches (table 1a). AC activations were localized along the Heschl gyrus and extended to the posterior part of the superior temporal cortex. These results indicate that auditory-related areas play an essential role in the formation of auditory percepts regardless of stimulus type. It is unlikely that these activations reflect changes in physical inputs because we used a tone detection task in the triplet or word sequences as a baseline in both tasks.

We identified task-dependent activations timelocked with perceptual switches in AS and VTs (figure 1). AC activations in VTs were widely spread on the planum temporale, compared with those in AS, and the insular activation distribution was larger for the former. We found activations of the frontal and subcortical areas, as well as the auditory-related areas, in VTs. In particular, speech-specific perceptual changes may be modulated by activations of the prefrontal cortex (PFC), IFC, ACC and Cd.

Next we conducted a subtraction analysis to directly compare activations between the two tasks (figure 2). The left PIC, right MGB and anterior lobe (lobules IV and V) of the left Cb were activated in the contrast of AS minus VTs (table 2b), whereas the bilateral PPC and left ACC were activated in the contrast of VTs minus AS (table 2c).

Table 1. Activated brain areas derived from conjunction and subtraction analyses. Coordinates (x, y, z) indicate the voxel of maximal significance in each brain region (false discovery rate, FDR <0.01). L, left; R, right. See figure 1 legend for the abbreviations.

<table>
<thead>
<tr>
<th>region</th>
<th>x</th>
<th>y</th>
<th>z</th>
<th>t-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) conjunction analysis</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PIC L</td>
<td>−38</td>
<td>0</td>
<td>8</td>
<td>6.56</td>
</tr>
<tr>
<td>R</td>
<td>36</td>
<td>−6</td>
<td>8</td>
<td>6.09</td>
</tr>
<tr>
<td>AC L</td>
<td>−52</td>
<td>−24</td>
<td>12</td>
<td>4.22</td>
</tr>
<tr>
<td>R</td>
<td>60</td>
<td>−16</td>
<td>10</td>
<td>4.50</td>
</tr>
<tr>
<td>MGB L</td>
<td>−14</td>
<td>−26</td>
<td>0</td>
<td>5.34</td>
</tr>
<tr>
<td>R</td>
<td>12</td>
<td>−22</td>
<td>0</td>
<td>4.69</td>
</tr>
<tr>
<td>(b) subtraction analysis (AS minus VT)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PIC L</td>
<td>−46</td>
<td>−20</td>
<td>18</td>
<td>5.30</td>
</tr>
<tr>
<td>MGB R</td>
<td>18</td>
<td>−26</td>
<td>0</td>
<td>4.12</td>
</tr>
<tr>
<td>Cb L</td>
<td>−16</td>
<td>−56</td>
<td>−20</td>
<td>3.90</td>
</tr>
<tr>
<td>(c) subtraction analysis (VT minus AS)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PFC L</td>
<td>−40</td>
<td>38</td>
<td>20</td>
<td>5.44</td>
</tr>
<tr>
<td>R</td>
<td>40</td>
<td>42</td>
<td>32</td>
<td>3.81</td>
</tr>
<tr>
<td>ACC L</td>
<td>−6</td>
<td>42</td>
<td>28</td>
<td>4.58</td>
</tr>
</tbody>
</table>
We found that brain areas related to individual variations in the number of perceptual switches differed between the two tasks (figure 3). In AS, the magnitude of the left Cb activation increased with an increase in the number of perceptual switches, whereas that of the right MGB showed a corresponding decrease. In VTs, the magnitude of the left IFC activation increased with an increase in the number of perceptual switches, whereas that of the left ACC activation decreased. These results indicate that different networks modulate the number of perceptual switches in the AS and VT tasks, and in each network the balance between the two sites affects the number of perceptual switches.

It should be noted that the number of perceptual switches is related in a non-trivial way to the sensitivity of participants to parametric manipulations. Moreover, some of the correlations shown in figure 3 are not significant. Further studies are necessary to establish the brain–behaviour relationship in the number of perceptual switches.

### Functional networks underlying perceptual switching

We created inter-region networks to further examine the effective connectivity between brain areas in modulating the number of perceptual switches. We concentrated on task-dependent activations in AS and VTs and used SEM analysis to compare a best-fitting model of inter-region networks for groups with high- and low-frequency switching. SEM analysis provides the synchronization strength of signal changes between brain areas as path coefficients and estimates fit indices of structural models (for details, see [36,37]).

We estimated a best-fitting model that would account for signal changes of local maxima in regions of interest [44,45]. Most values of fit indices in the selected model did not reach the standard criteria for statistical significance. However, the values were
close to the standard criteria and better than those for other possible models (table 2). First, we postulated a network model consisting of the AC, MGB, PIC and Cb in AS (figure 4a). We removed PIC activity from the network for simplicity and obtained a best-fitting model for each group. The magnitude of the path coefficient from the right MGB to the right AC was greater for the high-frequency group than for the low-frequency group: 0.34 (95% confidence interval 0.28–0.42) and 0.15 (0.07–0.24). Second, we assumed a network model consisting of the ACC, AC, IFC, Cd and MGB in VTs (figure 4b). The magnitude of the path coefficient from the left MGB to the left Cd was greater for the high-frequency group than for the low-frequency group: 0.57 (0.50–0.63) and 0.32 (0.25 to 0.37). The magnitude of the path coefficient from the left ACC to the left Cd was greater for the high-frequency group than for the low-frequency group: 0.39 (0.32–0.45) and 0.22 (0.15–0.28). The results confirm that pivotal areas affecting the perceptual switching number differ for AS and VTs. For both tasks, however, it should be noted that interactions of widely distributed sites in cortical and subcortical areas contribute to individual differences in the formation and selection of auditory percepts.

(e) Genotype–behaviour relationship

Thus far, the analyses of individual differences in the number of perceptual switches have been performed for different groups of listeners for the AS and VT tasks. To see whether the perceptual switching numbers for the two tasks are correlated for the same group of listeners, we conducted an additional experiment [42]. We newly recruited 92 participants (see the electronic supplementary material for technical details). They performed the two tasks (AS and VTs) using the same stimuli and procedure as used for the experiments described above. We found that the numbers of perceptual switches were 50.8 ± 3.91 (mean ± s.e.m.) for AS and 68.4 ± 4.5 for VTs, t91 = 3.76, p < 0.001. There was a significant positive correlation between the numbers of perceptual switches in the two tasks, r = 0.40, p < 0.01 (figure 5). This indicates that perceptual switching in AS and VTs shares a common neural mechanism to a certain extent.

To obtain further clues to the neural bases of the individual variation in auditory perceptual switching, we examined how neurotransmitter functioning

Figure 3. Correlations between the number of perceptual switches and signal changes. Circles indicate individual data (n = 12). Signal changes represent average magnitudes of haemodynamic response during perceptual switches. *p < 0.05, †p < 0.10 ‡p < 0.20. See figures 1 and 2 legends for the abbreviations.

Figure 4. (a) Default setting and best fitting models in AS and VTs. Inter-region networks for groups consisting of individuals with (b) high- and (c) low-frequency perceptual switching. Signal changes in brain areas are standardized into zero mean and unit variance for each 90 s run, and the standardized data are set as observed variables (sample size, n = 900). The models are computed using the maximum-likelihood method. All of the path coefficients are significant (p < 0.01).

Figure 5. Correlation of the number of perceptual switches between AS and VTs. Circles and diamonds indicate individual data (12 Met/Met, 45 Val/Met and 35 Val/Val individuals). The stimuli and task procedure used in this experiment are identical to those used in the fMRI experiment (see text). Black circles, Met/Met; grey circles, Val/Met; open circles, Val/Val. **p < 0.01.
influences the number of perceptual switches. We focused on the functional polymorphism of the COMT Val<sup>158</sup>Met gene, which plays an important role in the degradation of catecholamines such as dopamine and noradrenaline. We identified the COMT polymorphism of all the participants, and categorized them into three groups on the basis of their alleles: 18 Met/Met, 42 Val/Met and 32 Val/Val individuals. An ANOVA revealed that the number of perceptual switches in the AS task was greater for the Met/Met group (mean ± s.e.m.: 77.7 ± 14.0) than for the Val/Met group (46.7 ± 4.2) or the Val/Val group (44.2 ± 5.1); \( F_{2,89} = 5.72, \eta^2 = 0.013, \text{partial } \eta^2 = 0.0617, p < 0.01 \). In the VT task, the number of perceptual switches was greater for the Met/Met group (90.2 ± 14.8) than for the Val/Met group (60.5 ± 5.7) or the Val/Val group (66.2 ± 5.9); \( F_{2,89} = 3.23, \eta^2 = 0.007, \text{partial } \eta^2 = 0.0358, p < 0.05 \). These results indicate that the numbers of perceptual switches both in AS and VTs are modulated by catecholamines such as dopamine and noradrenaline. The values of \( \eta^2 \) and partial \( \eta^2 \) could qualify as ‘small to medium’ size effects, according to Cohen’s arbitrary scale [46].

3. DISCUSSION

(a) Distributed sites and distinct networks

Here, we seek to reveal the neural sites and their interactions causally involved in the formation and selection of auditory percepts, taking advantage of the covariation between reported perceptual switching in multistable phenomena and neural activations measured by fMRI within a listener. We also examined the commonality and difference between primitive and schema-based scene analysis processes by comparing AS and VTs. In both AS and VTs, neural activity was found to be timelocked to perceptual switching in the AC, MGB and PIC. These sites are considered to constitute the core of auditory scene analysis. In addition, the Cb played a significant role in AS, whereas the frontal loop consisting of the IFC, ACC, DLPFC and Cd was involved in VTs. Apparently, the formation and selection of auditory percepts involve functional networks widely distributed in cortical and subcortical areas, and the contribution of each network depends on stimulus types and tasks.

The interaction between the AC and MGB in AS has already been discussed in detail in Kondo & Kashino [36]. The new analysis revealed that the thalamocortical loop is also involved in VTs. A SEM analysis demonstrated that the MGB is functionally connected to the Cb in AS and to the Cd in VT, and the strength of those connections depended on the frequency of the perceptual switches. These findings suggest a possibility that the MGB acts as a hub in the formation of auditory percepts, communicating directly with those subcortical sites outside the auditory pathway in addition to the AC.

In the following sections, we discuss the functional significance of certain neural sites, networks and neurotransmitters. The discussion is based on the concept of predictive coding. Predictive coding, or essentially similar ideas, has a long history in perception research [47,48] and in signal processing technologies. It is now widely used in conjunction with a Bayesian inference framework in various domains in cognitive neuroscience, because it provides convincing explanations for important aspects of cognitive processes, such as robustness, efficiency and plasticity [49,50]. The basic concept of the predictive coding approach to perception is that perception is a process that generates testable hypotheses about the causes of its sensory input, based both on prior knowledge (or in Bayesian terms, the prior probability of the hypotheses) and the current sensory input. The predictions produced by the hypotheses are then compared with the sensory input. The most probable hypothesis (or the hypothesis with the highest posterior probability) given the input serves as percepts. The prediction error, or the difference between the prediction and the sensory input, is important because it indicates the occurrence of a new event, or the inappropriateness of the current hypothesis, leading to a switch to a new hypothesis with the smallest prediction error.

In the field of auditory scene analysis, the predictive coding approach has been applied mainly to the extraction of temporal regularities in acoustic sequences [30,50–52], but it could provide a unified framework that accounts for both the primitive and schema-based processes of auditory scene analysis, if we regard the primitive process as predictive coding based on the statistical structures of general acoustic events in the real world, and the schema-based process as predictive coding using the generative models of specific acoustic events such as voices or musical instruments. However, the neural bases of predictive coding in the formation of auditory percepts remain unclear. The experimental results reported here provide some clues.

(b) Possible roles of motor-based predictions for segmentation of acoustic sequence

The critical contribution of the Cb to AS is a new finding of the present analysis. The previous analysis [36] did show significant activation timelocked to perceptual switching in the Cb, but we did not discuss its functional role, owing to ambiguity in interpretation. The activation, mainly found in the left hemisphere of the Cb, could be a motor response artefact, because the listeners were asked to press a button with their left thumb when they perceived perceptual switching. The present re-analysis has made this possibility less likely, because the Cb activation was also consistently shown in the subtraction of tone detection from perceptual switching in the Cb, but we did not discuss its possible role in perceptual switching in AS.

Before discussing the functional role of the Cb in AS, we would like to point out an important difference between visual and auditory multistability phenomena. Multistable stimuli in vision, such as ambiguous figures and binocular rivalry, do not usually have a temporal structure, as is obvious for static images. Moving stimuli, such as ambiguous moving plaids, simply keep...
moving continuously with no meaningful temporal ‘chunks’. Prolonged presentation of these static or moving stimuli would provide no new information, or additional ambiguity, to the interpretation or identification of targets. On the other hand, multistable stimuli in hearing have a distinctive (and often unambiguous) temporal structure when presented without repetition. And when they are presented repeatedly without a pause, a new temporal structure is introduced. For example, a sequence of repeated triplets of ABA tones, which has been widely used in AS studies [25], is often referred to as ‘ bistable’, but it can be segmented in multiple ways such as ABA-ABA- . . . , A-A-A-A- . . . , B---B--, A-AB/A-AB, which have actually been reported by some listeners. Here, the essence of ambiguity is not only in spectral grouping (i.e. S1 or S2), but also in the segmentation of the temporal structure (i.e. distinctive rhythm patterns). Similarly, in VTs, a clear, unambiguous utterance (e.g. ‘tress’) can produce percepts of other verbal forms (e.g. ‘stress’ and ‘Esther’) when repeated without pause [33,34]. Apparently, the repetition introduces a new temporal structure with ambiguity in the temporal segmentation of word boundaries.

The segmentation of temporal sequences is not essential only in the perception of artificial acoustic stimuli such as repeated triplets and words. The sounds we encounter in daily life, including speech, music and environmental sounds often have repetitive structures to some extent, which serve as units of perception. The organization of temporal sequences into recognizable chunks, such as words or syllables in speech and rhythm or beats in music, is a fundamental function of auditory information processing. The temporal structure can be hierarchical, and inherently ambiguous. In a sense, repeated sequences used in auditory multitask experiments can be considered extremely simplified versions of music, speech or environmental sounds. The temporal organization of sounds is also important when we selectively attend to a particular target and detect a new sound in a multisource acoustic environment, where the extraction of temporal regularity and deviation from it provide important cues [30,51–53].

Now we propose that the Cb plays an essential role in the segmentation of acoustic sequences, especially in the detection of periodicity or rhythm in the range of hundreds of milliseconds. Anatomically, the Cb is connected reciprocally with the MGB and AC [54,55]. Functionally, the Cb has been implicated in temporal processing [56], controlling motor timing especially on shorter timescales (milliseconds) [57,58], and synchronization to rhythm [59,60]. More fundamentally, the Cb performs feedforward and error-correction computations [61,62] and sensory–motor integration [63,64]. The accurate timing of body movements is based on a feedforward prediction of the timing of an upcoming movement, and the use of sensory feedback information to modify and correct subsequent movements. Moreover, when subjects perform purely auditory perceptual tasks, neuroimaging studies consistently show cerebellar (left lateral crus I area) activity [65]. Therefore, it is plausible that the Cb generates an accurate prediction about subsecond periodicity, and compares it with sensory information from the auditory system, to extract the temporal regularities of acoustic sequences.

Cb activation was found in VTs (figure 1), but did not remain in the subtraction analysis (figure 2). This may be due to the difference between the stimuli and tasks of AS and VTs. The stimulus for AS is simpler and isochronous, whereas the stimulus for VTs has a more complex spectrotemporal pattern and requires speech-specific processing in the frontal network. The involvement of the frontal network in VTs has already been discussed in Kondo & Kashino [37], as well as in other studies [38,39]. However, the involvement of the Cd has not been reported. Below we focus on the functional significance of the Cd.

The Cd is a part of the basal ganglia, which has parallel feedback loops with several cortical areas. It is crucially involved in motor control, cognition and emotional processing. The Cd is implicated in the automatic execution of overlearned movement patterns and the planning of non-routine movement patterns [66]. Although, the Cd and Cb both process rhythmic information [67,68], their roles are different. The Cb acts as a precision clock to mediate analysis of absolute, duration-based timing information, whereas the Cd, as a part of a striato-thalamo-cortical network, processes relative, beat-based timing information [69]. The Cd mainly processes timing information on short timescales (less than 1 s), whereas the Cb processes timing information on longer timescales (1 s and above) [70]. The Cd is involved in the processing of complex temporal structures and the perception of predictable cues (regular beats, metre, temporal chunks, etc.) [68,71]. Moreover, the Cd is implicated in expectation. The Cd codes for breaches in expectation, and points towards a distributed network involved in detecting, signalling and adjusting behaviour and expectations towards violated predictions [72,73]. The Cd, together with the anterior and posterior cingulate and thalamus, is involved with target detection and novelty processing of auditory stimuli [74].

In summary, the Cd plays significant roles in the production and learning of motor sequences, the generation of predictions based on motor models and the detection of prediction errors. These functions are somewhat similar to those of the Cb, but the Cd covers longer, more complex temporal structures than the Cb. Here, we propose that the Cd provides the basic segmentation, or chunking, of speech. Finding the boundaries of phonetic segments and words in continuous speech is usually effortless and automatic in native or well-learned languages, but not in unfamiliar languages. For example, non-native speakers of English who are familiar with American English can find British English hard to understand owing to its different rhythm structure. Speech is less periodic and temporally more variable than music. Finding appropriate segmentations requires the processing of relative timing on longer timescales rather than accurate periodicity detection or duration judgement on shorter timescales. These requirements provide a good fit with the functions of the Cd. We propose that the Cd contributes to the basic segmentation of speech based on coarse spectrotemporal information from the MGB. The segmentation then provides a
constraint for phonetic analysis in the dorsal pathway in which detailed spectrotemporal information from the AC is matched with predictions generated by the frontal areas including the IFC. This hypothesis is consistent with the present finding that the connections between the MGB and Cd and between the Cd and ACC are stronger in listeners who reported frequent switches than in listeners who reported less frequent switches in VTs. Clearly, further experimental support is necessary.

(c) Individual variation as a balance between exploration and stabilization

A feature of the present study is the focus on individual variation in multistable phenomena. Although different neural sites were identified as affecting individual variation in the frequency of perceptual switches for AS and VTs, there are two aspects common to both phenomena. First, the frequency of perceptual switches is determined by a balance of two neural sites. The Cb promotes switching and the MGB suppresses it in AS, whereas the IFC promotes switching and the ACC suppresses it in VTs (figure 3). Apparently, perceptual switching is controlled by an opposition of two factors: the exploration for a new perceptual organization (i.e. the interpretation of auditory scene) and the stabilization of the current perceptual organization. Second, the neural sites promoting switching are presumably related to the generation of motor-based predictions. In AS, the Cb is assumed to generate rhythm patterns that may match the periodicities of the input acoustic sequence. In VTs, the IFC is assumed to generate hypotheses concerning phonetic segments that may match the spectrotemporal patterns of the input acoustic sequence. This is reasonable if we consider the nature of predictive coding. The generation of predictions is critical in terms of maintaining the robustness of perception in ambiguous situations. At the same time, there remains a risk that percepts (the selected prediction) are dissociated from actual acoustic events. The contribution of predictions generated by internal models will be larger in determining percepts when the acoustic input is more ambiguous. This makes it necessary for the perceptual system to switch to a new hypothesis (the interpretation of the auditory scene) more frequently. Therefore, it would be natural for the frequency of switching to be correlated with the activity in the neural sites that generate predictions.

Next, we discuss the genotype–behaviour relationship in the frequency of perceptual switches. The finding that the frequencies of perceptual switches are significantly correlated between AS and VTs within listeners suggests the involvement of neurotransmitters that modulate the functions of networks involved in both these phenomena. The involvement of neurotransmitters in visual multistability phenomena has been suggested previously [35].

Here, we examined the effect of the polymorphisms of the COMT Val158Met gene, which plays an important role in the degradation of catecholamines, such as dopamine and noradrenalin. The dopaminergic pathways mainly project to the frontal cortex, including the Cd and ACC, whereas the noradrenergic pathways project to various areas of the brain. Thus, it is possible that dopamine affects VTs more than AS, but it is difficult to differentiate the effects of dopamine and noradrenalin on AS and VTs based only on the present results.

The polymorphisms of the COMT Val158Met gene have been shown to affect cognitive functions, especially processing capacity and efficiency in the prefrontal cortex: performance tends to be better for Met (methionine) allele carriers than for Val (valine) allele carriers in the Wisconsin Card Sorting Test [75] and the n-back task [76,77]. The COMT polymorphisms also affect sensory processing. An EEG experiment showed that high prefrontal efficiency as suggested by the COMT Met/Met genotype is associated with poor sensory gating of auditory stimuli [43].

Of particular relevance to the present study are recent findings showing that the COMT polymorphisms are involved in the control of the ‘exploration–exploitation trade-off’, that is, the dilemma involved in keeping a balance between two antagonistic constraints of the stable maintenance of the current choice and the flexible switching to novel and potentially important choices for maximizing reward [78]. COMT is associated with a particular type of ‘directed exploration’, in which exploratory decisions are made in proportion to Bayesian uncertainty about whether other choices might produce outcomes that are better than the present state [79]. It was also shown that COMT genotypes modulate event-related potential in an auditory oddball task, which is related to novelty processing [80].

Other lines of research have also demonstrated the involvement of catecholamines in the exploration–exploitation trade-off. Pupil dilation, which is a physiological marker of the level of noradrenalin released from the locus coeruleus (LC), has been shown to correlate with the control state, suggesting the involvement of the LC-noradrenalin system in the regulation of the exploration–exploitation trade-off [81]. A study indicates that pupil dilation correlates with perceptual switching in ambiguous stimuli, suggesting that noradrenalin could play a critical role in perceptual multistability [82] (note that the validity of this study is controversial [83]).

As discussed above, persisting with the current perceptual interpretation is not necessarily an appropriate strategy when the sensory input is ambiguous. The flexible exploration of alternative interpretations is necessary, but too much exploration would make perception unstable. We propose that catecholamines, such as dopamine and noradrenalin, may control the balance between exploration and stabilization in the formation and selection of auditory percepts, as has been shown in behavioural decision-making research. The present results suggest that the balance between exploration and stabilization in perception is to some extent determined genetically. Such diversity may contribute to the adaptation of perception to the environment as a whole species.

4. CONCLUSIONS

The re-analysis of our previous neuroimaging studies of auditory multistability phenomena, namely, AS [36] and VTs [37], revealed that the formation and selection of auditory percepts involve widely distributed networks...
in the brain. In addition to the thalamocortical loop contributing to both AS and VTs, we identified specific contributions of the Cb in AS and the frontal network consisting of the IFC, ACC, PFC and Cd in VTs. Based on this finding, we propose that motor-based predictions produced by subcortical sites may play crucial roles in the segmentation of temporal sequences not only in speech perception, as suggested in previous studies, but also in the AS of simple acoustic patterns. We also examined individual variations in the frequency of perceptual switches, and found that the frequency of perceptual switching was determined by a balance between the activation of two sites, which are proposed to be involved in exploring novel perceptual organization and stabilizing current perceptual organization. The Cb promotes switching and the MGB suppresses it in AS, whereas the IFC promotes switching and the ACC suppresses it in VTs. We conducted an additional experiment to examine the effect of the gene polymorphism of COMT on individual variations in switching frequency. The results suggest that the balance between exploration and stabilization is modulated by catecholamines such as dopamine and noradrenaline.

The present study raises many questions, rather than solving them. Obviously, further research is needed to evaluate the two hypotheses proposed here, namely, the motor involvement in the segmentation of acoustic sequences, and the opponency between exploration and stabilization in auditory scene analysis. The present study has several limitations. First, the neuroimaging studies reported here used fMRI, which has poor temporal resolution. To analyse the causal relationship between neural sites, fine temporal information is necessary. Complementary studies using EEG or MEG would provide such information. Second, the behavioural analyses of perceptual switching were based on listeners’ subjective reports. Development of objective measures of perceptual switching would enable us to examine the covariation of perception and neural responses even in animals. Investigations with a new methodology free from these limitations would promote a further understanding of how auditory percepts emerge in the brain.

We thank Brian Moore and two anonymous reviewers for their thoughtful comments on an earlier version of this manuscript.

REFERENCES


sequences of tones alternating in frequency: relationship to perceived rate and streaming. J. Neurophysiol. 97, 2230–2238. (doi:10.1152/jn.00788.2006)
283. Berlin, Germany: Springer.


