Brain systems for assessing the affective value of faces
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Cognitive neuroscience research on facial expression recognition and face evaluation has proliferated over the past 15 years. Nevertheless, large questions remain unanswered. In this overview, we discuss the current understanding in the field, and describe what is known and what remains unknown. In §2, we describe three types of behavioural evidence that the perception of traits in neutral faces is related to the perception of facial expressions, and may rely on the same mechanisms. In §3, we discuss cortical systems for the perception of facial expressions, and argue for a partial segregation of function in the superior temporal sulcus and the fusiform gyrus. In §4, we describe the current understanding of how the brain responds to emotionally neutral faces. To resolve some of the inconsistencies in the literature, we perform a large group analysis across three different studies, and argue that one parsimonious explanation of prior findings is that faces are coded in terms of their typicality. In §5, we discuss how these two lines of research—perception of emotional expressions and face evaluation—could be integrated into a common, cognitive neuroscience framework.
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1. INTRODUCTION

To successfully navigate the social world, people need to be able to accurately infer the mental and emotional states of other people. One of the richest sources of such inferences is the face. In addition to conveying information about person identity, age and gender, faces convey information about momentary mental states and, consequently, potential intentions of others. These states provide relevant information to the perceiver about appropriate behaviours. In this paper, we focus both on inferences about emotions (e.g. anger) and inferences about social personality traits (e.g. aggressiveness). Traditionally, the perceptions of emotional expressions and personality traits in faces have been studied separately. However, as we document in §2, there is good empirical evidence that these two types of perceptions may rely on similar mechanisms. Both types of perceptions are inherently imbued with affect and, most likely, are in the service of inferring intentions [1].

In this review, we describe the brain systems for recognizing facial expressions and for the evaluation of neutral faces, focusing on both the existing state of knowledge and the many questions that remain open, particularly about mechanism. In §2, we review behavioural evidence about the relationships between the perception of facial expressions and the perception of traits in neutral faces. In §3, we discuss the neural systems underlying the perception of emotional expressions. Specifically, we discuss new evidence for a distributed network of regions processing facial expressions, and how it may be partially segregated from networks processing facial identity. We then describe how an existing computational model of bodily motion perception can be applied to dynamic facial expressions. In §4, we describe the existing knowledge of the cognitive neuroscience of face evaluation. In addition to reviewing prior studies, we report the results of an analysis across several functional magnetic resonance imaging (fMRI) studies. We then provide an account of how face typicality can account for previous inconsistencies in the literature [2]. In §5, we make suggestions about where future research on the topics could be directed and how brain research on perception of emotional expressions and perception of traits in faces could be integrated.

2. THE COMMON ORIGIN OF PERCEPTION OF EMOTIONS AND TRAITS IN FACES

Faces with neutral expressions are socially relevant, as they are believed by many human observers to carry
information about personality traits. Although the accuracy of this information is low [3], people make rapid and reliable judgements about the trustworthiness, competence, aggressiveness and many other traits in neutral faces [4,5]. Judgements of these personality traits affect important real-world outcomes, such as election decisions and job promotions [6–8]. Together with the judgements of facial attractiveness, we refer to the process of making these judgements as ‘face evaluation’.

Although the processes underlying perceptions of facial expressions and face evaluation are obviously not identical, there is a growing body of evidence that the perception of traits in neutral faces is related to the perception of facial expressions, and may rely on the same mechanisms. We review three types of evidence: (i) emotion and trait judgements from neutral faces are highly correlated and have similar dimensional structures; (ii) computer vision techniques confirm that most face traits contain structural similarities to emotional expressions; and (iii) behavioural adaptation studies show that adapting to emotional expressions affects trait judgements from faces. These findings are accommodated by the emotion overgeneralization hypothesis, according to which certain properties of neutral faces may bear slight resemblances to emotional expressions [9]. When observers are confronted with these neutral faces, their emotional expression recognition system overgeneralizes and misattributes traits to the faces [10,11].

In an early test of the idea that trait judgements are related to perceptions of emotional expressions, Knutson [12] showed that trait judgements of faces expressing basic emotions were affected by the specific emotions. For example, angry faces were perceived as more dominant. More interestingly, emotion and trait judgements are highly correlated even in neutral faces [10], as predicted by the emotion overgeneralization hypothesis.

Here, we demonstrate this effect with correlations between judgements of the basic emotions and judgements on an empirically derived set of traits shown to be important for spontaneous characterization of neutral faces. We start with data from previous studies, in which participants were asked to rate 66 neutral faces on 14 trait dimensions [13]. A separate group of 30 participants who had not previously seen the faces was asked to rate them on the six basic emotions: anger, happiness, disgust, surprise, fear and sadness. Because the faces were neutral, participants were asked to detect ‘subtle’ emotions, using a 9-point scale ranging from 1 (not at all) to 9 (moderately).

As shown in figure 1a, emotion judgements were highly correlated with trait judgements. Out of the 84, 55 trait-emotion correlations were significant. For example, judgements of happiness were positively correlated with all positive trait judgements and negatively correlated with all negative judgements (ps < 0.05). That is, faces that were evaluated positively were perceived as happier. Although the correlations were weaker, the pattern of correlations was similar for judgements of surprise. Judgements of anger were positively correlated with negative judgements and negatively correlated with positive judgements. The pattern of correlations was the same for judgements of disgust. Judgements of fear were negatively correlated with judgements of emotional stability and confidence, and positively correlated with judgements of unhappiness (ps < 0.05). Judgements of sadness were negatively correlated with judgements of emotional stability, sociability, intelligence, confidence and dominance, and positively correlated with judgements of unhappiness (ps < 0.05).

Additionally, a principal components analysis (PCA) showed that the two types of judgements have similar dimensional structure (figure 2). The first principal component (PC) for trait judgements accounted for 64 per cent of the variance and contrasted positive (e.g. trustworthiness) with negative judgements (e.g. weirdness). The first PC for emotion judgements accounted for 51 per cent of the variance and contrasted judgements of positive emotions with judgements of negative emotions. The correlation between these two components derived from different sets of judgements was 0.60. The second PC for trait judgements—with highest loadings for dominance, confidence and aggressiveness—accounted for 18.2 per cent of the variance. The second PC for emotion judgements accounted for 29.3 per cent of the variance and contrasted judgements of anger with judgements of fear, surprise and sadness. The correlation between these two components was 0.58.

The strong relations between emotion and trait judgements are consistent with the hypothesis that evaluation of faces on trait dimensions is an overgeneralization of perception of cues to emotional states. That is, similarity of facial features to emotional expressions is attributed to personality traits. However, it is also possible that these correlations can be accounted for by common semantic properties of the emotion and trait judgements rather than by perceptual similarity. To show that the relations between trait and emotion judgements cannot be accounted for entirely by semantic similarities, Said et al. [14] used a Bayesian network classifier to detect the subtle presence of features resembling emotions in the set of rated faces. The network accepts as input a feature vector containing the displacements between automatically chosen landmarks and the same landmarks of a prototypical neutral face. The output of the network is a set of probabilities corresponding to each basic emotion: happiness, surprise, anger, disgust, fear and sadness. Because the classifier was applied to neutral faces, the probabilities associated with specific emotions were very low. Nevertheless, these probabilities could be used to predict trait judgements of faces. As shown in figure 1b, the pattern of correlations was similar to the pattern of correlations for emotion and trait judgements, although the relationships were weaker. Out of the 84, 27 probabilities—trait judgement correlations were significant. These findings suggest that perceptions of most face traits (e.g. perceived trustworthiness, competence, friendliness, etc.) are based on structural similarities to emotional expressions. Further support for this idea has been garnered by Zebrowitz et al. [15], who have also used face image analysis techniques to demonstrate a relationship between face traits and emotional expressions.

Phil. Trans. R. Soc. B (2011)
Oosterhof & Todorov [13] used a data-driven approach to show that perceived face trustworthiness in neutral faces—a dimension that closely approximates the valence evaluation of faces—is largely driven by the degree of resemblance to anger and happiness. Building on this work, Engell et al. [16] used a behavioural adaptation paradigm to test the hypothesis that the same neural systems subserve perception of these emotions and evaluation of emotionally neutral faces. The main assumption of this paradigm is that extended exposure to a stimulus category (adaptation) creates a visual after-effect so that the perception of subsequently viewed novel, ambiguous stimuli is shifted away from the adapting category to the extent that the same neuronal populations subserve the perception of the adapting and novel stimuli. In fact, Engell et al. found that although participants judged emotionally neutral faces as more trustworthy after adaptation to angry faces, they judged the emotionally neutral faces as less trustworthy after adaptation to happy faces. These judgements were unaffected by adaptation to fearful faces.

In this section, we discussed three types of evidence for the hypothesis that the perception of traits in neutral faces may originate in the perception of facial expressions. However, despite this behavioural evidence, cognitive neuroscience research has approached the study of emotional expressions and the study of face evaluation as independent problems. Next, we review research on the neural systems underlying emotion recognition.
3. CORTICAL SYSTEMS FOR THE PERCEPTION OF FACIAL EXPRESSIONS

Visual information about faces is first processed in the early visual system and is then believed to move to the occipital face area. From there, information is then sent to the inferior and lateral temporal lobes and much of the frontal cortex [17]. It is important to ask how—and to what degree—this network is functionally segregated. We argue that a representational space for facial expressions is stored predominantly in the superior temporal sulcus (STS), whereas the representational space for facial identity is stored predominantly in the fusiform gyrus.

It is known that facial expressions are represented at least in part in the STS. In humans, this region responds more to facial expressions than to neutral faces [18]. The STS adapts to repetitions of the same facial expression [19] and contains distributed representations of facial expressions that can be decoded at the resolution of fMRI [20].

Several studies have attempted to determine the segregation of function, if any, in the STS and in the fusiform cortex. Single-cell recordings in monkeys have shown that neurons tuned to facial expressions are located mostly in the STS, whereas neurons tuned to facial identity are located mostly in the inferior temporal (IT) cortex [21,22]. In humans, repetition of facial expression leads to fMRI adaptation in the anterior STS, whereas repetition of facial identity leads to adaptation in the fusiform and STS [19]. Furthermore, developmental prosopagnosics with severely impaired facial identity recognition have been shown to perform normally on tests of facial expression recognition [23,24]. Together, these studies provide good evidence for a partial segregation of function in the STS and fusiform gyrus.

It is important to note some caveats in the above dissociation, and to stress that the distinction between the STS and fusiform functionality is only partial. First, developmental prosopagnosics do not offer the best model for functional localization, as they do not possess lesions to a normally developed system. As has been noted by others, there are no clear cases of acquired lesions affecting facial expression recognition but not identity recognition, or vice versa [25]. Second, there is evidence that facial expressions are also represented in the fusiform gyrus. Like the STS, this region responds more to facial expressions than to neutral faces [18] and shows fMRI adaptation to the repetition of facial expression [19]. Indeed, one intracranial electroencephalography study showed better decoding of happy and fearful faces on the surface of human ventral temporal cortex than on the lateral temporal sites [26]. However, this difference might be explained by the fact that cortical surface electrodes are less well suited to recording activity from within a sulcus (e.g. the STS) than from the surface of a gyrus (e.g. the fusiform gyrus) because of the proximity of the neural source to the recording site and to the orientation of the evoked dipole.

While it is clear that the STS and fusiform area have some sort of role in facial expression processing, the mechanisms are far from clear. Giese & Poggio [27] have proposed a computational model of biological motion recognition. The model—which can successfully detect walking, running and limping—specifies both a motion pathway and a form pathway. Near the beginning of the motion pathway, neurons in the middle temporal (MT) area, the middle superior temporal (MST) area and the kinetic occipital (KO) area are tuned to detect local regions of optic flow. These detectors then send signals to optic flow pattern detectors in the STS, whose activations can be modelled as Gaussian radial basis functions of the input. This type of function simply describes how particular STS neurons could have graded preferences for particular patterns of optic flow. In the case of facial expressions, a smile detector might respond optimally to local upward optic flow at the corners of the lips and compression around the eyes.

The STS and fusiform face area (FFA) also respond to static images of facial expressions. Extrapolating from the model, these neurons could be form detectors sensitive to particular configurations of the face surface. These form detectors could be asymmetrically connected to each other, such that each form detector pre-excite the form detector for a subsequent face configuration. Together, these form detectors encode a sequence of face configurations corresponding to a particular facial expression. The activations of these detectors could then be summed by a leaky integrator in the STS, which would therefore act as a motion pattern detector.

The Giese and Poggio model quantitatively specifies how form and motion detectors in the STS can be used to recognize body motion. We suspect that a similar model could be used for facial expression recognition. However, a model of visual processing of facial expressions in the STS does not imply that the region’s response to facial expressions is strictly visual. The STS is a functionally heterogeneous region that receives input from multiple modalities [28]. Thus, some of its selectivity for facial expressions may be best explained by their emotional content rather than their physical appearance [25]. Future experiments could attempt to test how much of the STS encoding of facial expressions is visual and how much of it is emotional. As the visual relationships and emotional relationships are highly correlated [20], this question will be difficult to test.

In addition to the STS, an extended network for facial expression perception reaches the frontal operculum (FO), premotor cortex and somatosensory cortex [17]. The FO responds more to facial expressions than to neutral faces [18,29–32], and contains distributed representations of facial expressions that can be decoded at the spatial resolution of fMRI [20]. Additionally, transcranial magnetic stimulation (TMS) of the nearby right somatosensory cortex disrupts the perception of facial expressions, but not identity [33].

One possible role for the FO is to serve as a control region that enforces category distinctions in the STS. There is evidence that the ventrolateral prefrontal cortex, which overlaps with FO, exerts top-down control on the temporal lobes by selecting conceptual information during semantic memory tasks [34].

Another possibility is that the response in FO reflects activation of the mirror neuron system.
Mirror neurons fire both when an action is observed and when the same action is produced [35–39]. While it is important not to overstate the importance or prevalence of mirror neurons [40], there is reason to believe that they could be involved in the results. Mirror neurons are especially concentrated in monkey area F5, which is believed to be homologous to the FO in humans [41]. Facial expressions are particularly well suited for the mirror neuron hypothesis, as it is known that humans mimic the facial expression of people they are interacting with [42] and produce micro-expressions when simply looking at expressive face images [43,44]. It is thus possible that the activity in FO related to specific facial expressions may be owing to mirror neurons that fire upon the perception of expressions, and which might also drive microexpression production in response. In fact, many of the studies that found activity in the FO during facial expression perception also found it during the production of facial expressions [29,31]. However, adaptation studies may be needed to establish that the same neurons—rather than different neurons within the same voxel—are involved in both action perception and production [45,46].

In sum, we argue that after initial processing in the occipital face area (OFA), face expression processing occurs in the STS and to a lesser extent in the FFA. In these two regions, asymmetrically connected form detectors might collectively encode motion patterns characteristic of facial expressions. In the STS, optic flow pattern detectors might detect preferred patterns of activation in earlier, local optic flow detectors. This region may have a more general role in processing emotional input from several modalities [25]. Additionally, the FO and nearby motor and somatosensory areas show activity during the perception of facial expression and may have a causal role in their recognition [33]. Since the monkey FO (area F5) is known to contain mirror neurons in monkeys, we argued that the human mirror neuron system in these regions might facilitate facial expression recognition.

4. BRAIN SYSTEMS FOR THE EVALUATION OF EMOTIONALLY NEUTRAL FACES

Having discussed the functional segregation of neural systems involved in facial expression recognition, we now turn our attention to the evaluation of emotionally neutral faces. We start our review of the face trait literature with attractiveness. While this property of faces has not been strongly tied to facial expressions, it is one of the most well studied social properties in neutral faces.

(a) Brain systems for evaluating facial attractiveness

Several fMRI studies have attempted to identify brain regions that show variable responses to different levels of facial attractiveness. A hypothesis in most of these studies is that perceptions of attractiveness should be related to activation in reward-related brain regions. Consistent with this hypothesis, the medial orbitofrontal cortex (mOFC) activated reliably across these studies, with greater activation as attractiveness increased [47–50]. Conversely, the lateral orbitofrontal cortex (lOFC) showed greater activation with decreasing levels of attractiveness [47,49]. This dissociation has been interpreted in light of evidence that mOFC activates in response to abstract monetary reward while the lOFC activates to abstract monetary punishment [51]. According to this interpretation, mOFC activates to attractive faces because they are rewarding, and lOFC activates to unattractive faces because they are not rewarding. However, the distinction between lOFC and mOFC is not a strict dissociation. There is evidence that rewarding gustatory stimuli can activate the lOFC [52] and a fairly lateral OFC response to attractive faces has been found in one study [53].

The nucleus accumbens (NAcc) has also been reported to respond more strongly to attractive faces in several studies [47,53] and, like the mOFC, it has been interpreted with reference to its known role in reward processing [54,55]. However, many attractiveness studies have not reported NAcc activation [48–50,56]. The reason for this discrepancy is not entirely clear, but one possibility is that the studies that found it only showed faces of the opposite gender of the subject, whereas the studies that did not find it showed both genders to each subject. As proposed by Cloutier et al. [47], it may be possible that opposite gender-only paradigms put subjects in more of a mate-seeking context in which attractive faces of opposite gender are particularly rewarding.

The anterior cingulate cortex (ACC) shows greater activation to attractive faces than to unattractive faces, according to two studies [47,50]. Because the ACC is known to generate and monitor autonomic states [57,58], it is possible that its activity during the presentation of attractive faces reflects autonomic arousal. Support for this hypothesis comes from a study [50], in which only males showed increased pupil dilation—an indicator of autonomic arousal—and increased ACC activation to attractive faces.

(b) Brain systems for evaluating face valence and trustworthiness

Most studies on perceptions of face trustworthiness have focused on the amygdala, following a study by Adolphs et al. [59]. Adolphs et al. tested three bilateral amygdala damage patients, other brain damage controls and normal controls on perceptions of approachability and trustworthiness. Relative to the controls, bilateral amygdala damage patients showed a specific bias to give high ratings of trustworthiness and approachability to faces that were judged by normal controls as untrustworthy and unapproachable. In addition, participants who are given an intranasal dose of oxytocin, which is believed to work in part by dampening amygdala activity [60], make higher judgements of trustworthiness than controls [61]. Interestingly, in contrast to bilateral amygdala damage patients, some developmental prosopagnosics are able to make normal trustworthiness judgements [62]. As in the case of facial expressions, these findings suggest that the neural systems that underlie face evaluation and processing of facial identity are at least partially dissociable.

Several fMRI studies with normal participants have confirmed the amygdala’s involvement in the
We applied a strict uncorrected voxel-wise cut-off of t voxel, the parameter estimates for the linear and quadratic statistical model [13]. For each subject and for each varied on trustworthiness were produced by a validated orthogonal face dimension. All of the faces that avoid each face. In the third study, 23 subjects indicating whether they would like to approach or separate group of 22 subjects viewed the same faces while performing a one-back task. In the second study, a separate group of 22 subjects viewed the same faces while viewing computer-generated faces designed to parameterize trustworthiness and dominance while viewed faces [2,68](figure 3). In the first study, 22 subjects using faces generated by a computer model of face trustworthiness. Although all initial fMRI studies reported a linear amygdala response to face trustworthiness, two subsequent studies found a nonlinear response [65,67]. Using an explicit evaluation task, Said et al. [67] showed that the response to extremely trustworthy and untrustworthy faces was larger than the response to faces in the middle of the continuum. Using an implicit evaluation task, Todorov et al. [65] and Todorov & Engell [66] replicated these findings, using faces generated by a computer model of face trustworthiness.

(c) An analysis across studies using computer-generated faces

To try to better summarize the existing research on studies of face trustworthiness that used computer-generated faces, we performed a large group analysis on the trustworthiness results from three fMRI studies, focusing initially on studies that used artificial faces [2,68](figure 3). In the first study, 22 subjects viewed computer-generated faces designed to parameterize trustworthiness and dominance while performing a one-back task. In the second study, a separate group of 22 subjects viewed the same faces while indicating whether they would like to approach or avoid each face. In the third study, 23 subjects viewed a set of faces designed to vary on trustworthiness as well as a set of faces designed to vary on an orthogonal face dimension. All of the faces that varied on trustworthiness were produced by a validated statistical model [13]. For each subject and for each voxel, the parameter estimates for the linear and quadratic responses to trustworthiness were entered into a t-test. In total, 67 subjects were entered into the analysis. We applied a strict uncorrected voxel-wise cut-off of $p < 10^{-4}$ to the brain maps. To correct for multiple comparisons, we used the AFNI program AlphaSim to determine the minimum cluster size needed for corrected significance of $p < 0.01$. This simulation revealed a minimum cluster size of 0.4 ml.

We observed both linear and quadratic responses to face trustworthiness in extensive areas throughout the brain (figure 4). The lateral occipital cortex, fusiform gyrus, middle temporal gyrus, inferior parietal lobule and putamen all showed linear responses to face trustworthiness, with greater responses to untrustworthy faces than trustworthy faces (table 1). All of these regions showed the response bilaterally. The bilateral left occipital cortex, fusiform gyrus, amygdala, hippocampus and middle temporal gyrus all showed quadratic responses to face trustworthiness, with greater responses to highly trustworthy and highly untrustworthy faces than to faces in the middle of the continuum (table 2).

(d) Face trustworthiness, or general distance from the average face?

The analysis presented above was based on studies that used faces generated by a computer model of trustworthiness [13], which was derived from a multi-dimensional face space—a vector space where each dimension can be thought of as a physical property of faces, and every face can be represented as a point in the space [69]. The origin of the space contains the average face. According to the model, the trustworthiness of a face near the average face can be increased maximally by moving it in one direction in face space, and decreased maximally by moving it in the opposite direction. Hence, in the context of a multi-dimensional face space, face trustworthiness is confounded with the distance from the average face. In fact, there is evidence that the fusiform response increases with distance from the average face [70,71].

To test whether the amygdala and posterior face-selective regions are responding to facial properties that convey specific social signals or to general distance from the average face, Said et al. [2] directly compared trustworthiness with a control dimension that was perceived to be less socially relevant but was matched on face distance to trustworthiness. To represent trustworthiness, we used a valence dimension that was obtained from a PCA of nine different social judgements of faces and was highly correlated with judgements of trustworthiness ($r = 0.91$). As shown in figure 5, the amygdala and the FFA did not discriminate between these two dimensions, suggesting that their responses were at least partially driven by the distance to the average face.

These findings suggest that the BOLD activation in these brain regions is more closely tied to the distance of a face from the mean, a variable that can be roughly described as face typicality, rather than any particular face trait. While face typicality is different from the traits that are usually tested in social experiments, it does carry socially relevant information. In fact, descriptive judgements of typicality ("how likely would you be to see a person who looks like this walking down the street?") were highly correlated with 13 out of 14 evaluative, social judgements (e.g. trustworthiness, attractiveness, weirdness) [2].

(e) Face typicality can explain inconsistencies in the literature

A typical explanation can account for a major inconsistency in the literature. Some studies on the amygdala and high-level visual areas have found linear response functions to social traits, whereas others have found highly nonlinear U-shaped response
functions. Most studies that observed nonlinear, U-shaped responses used faces generated by a computer model or some other procedure for creating synthetic faces. For these faces, the typicality function is nonlinear: faces at the middle of the continuum are perceived as more typical. Most studies that observed linear responses used real faces. For these faces, the typicality function is linear: faces at the positive end of the continuum are perceived as more typical. Interestingly, the one study that used real faces and observed a U-shaped response in the amygdala [50] used normal and extremely attractive faces. We suspect that the extremely attractive faces would be perceived as less typical than average faces.

(f) Future directions for research on face evaluation

Because of the diversity of results, looking for an ‘attractiveness network’ or ‘trustworthiness network’ may not be the best approach for future research. Instead, one challenge is to specify how social variables in faces interact with multiple other variables—including typicality, context and task variables—to generate neural responses.

A more difficult issue stems from the fact that most of the studies above can only describe the relationship between face trustworthiness and the mean BOLD response in large brain areas. While this is an important first step, traditional fMRI data can only provide limited constraints on theoretical neuroscience models of face evaluation. One fairly extreme model is that dedicated neurons in the fusiform gyrus represent face valence/trustworthiness with a firing rate code, after receiving input from form-sensitive neurons. The non-monotonic quadratic responses described above could be explained by this model if we assume (i) that some of these neurons prefer positive/trustworthy faces; (ii) that some of these neurons prefer negative/untrustworthy faces; and (iii) that their responses are convex nonlinear functions of valence/trustworthiness. This way, a single voxel containing both types of neurons...
Table 1. Regions showing a significant linear response to face trustworthiness in a group analysis of 67 subjects across three studies. Corrected $p < 0.01$. Coordinates of the peak voxel are in the left–posterior–inferior (LPI) convention.

<table>
<thead>
<tr>
<th>volume (ml)</th>
<th>region</th>
<th>X</th>
<th>Y</th>
<th>Z</th>
</tr>
</thead>
<tbody>
<tr>
<td>20.0</td>
<td>right occipital cortex, fusiform gyrus, middle temporal gyrus, inferior parietal lobule</td>
<td>46.5</td>
<td>−70.5</td>
<td>−12.5</td>
</tr>
<tr>
<td>3.7</td>
<td>left inferior parietal lobule</td>
<td>−28.5</td>
<td>−73.5</td>
<td>47.5</td>
</tr>
<tr>
<td>3.2</td>
<td>right middle frontal gyrus</td>
<td>58.5</td>
<td>25.5</td>
<td>17.5</td>
</tr>
<tr>
<td>2.2</td>
<td>left fusiform gyrus</td>
<td>−34.5</td>
<td>−55.5</td>
<td>−15.5</td>
</tr>
<tr>
<td>1.8</td>
<td>right putamen</td>
<td>19.5</td>
<td>7.5</td>
<td>8.5</td>
</tr>
<tr>
<td>1.3</td>
<td>left occipital cortex</td>
<td>−34.5</td>
<td>−91.5</td>
<td>11.5</td>
</tr>
<tr>
<td>0.9</td>
<td>left putamen</td>
<td>−19.5</td>
<td>4.5</td>
<td>8.5</td>
</tr>
<tr>
<td>0.5</td>
<td>right inferior frontal gyrus</td>
<td>58.5</td>
<td>10.5</td>
<td>26.5</td>
</tr>
</tbody>
</table>

Table 2. Regions showing a significant quadratic response to face trustworthiness in a group analysis of 67 subjects across three studies. Corrected $p < 0.01$. Coordinates of the peak voxel are in the LPI convention.

<table>
<thead>
<tr>
<th>volume (ml)</th>
<th>region</th>
<th>X</th>
<th>Y</th>
<th>Z</th>
</tr>
</thead>
<tbody>
<tr>
<td>70.3</td>
<td>left occipital cortex, fusiform gyrus, amygdala, hippocampus, middle temporal gyrus, and superior occipital gyrus</td>
<td>−43.5</td>
<td>−73.5</td>
<td>−15.5</td>
</tr>
<tr>
<td>55.7</td>
<td>right occipital cortex, fusiform gyrus, amygdala, hippocampus, and middle temporal gyrus</td>
<td>37.5</td>
<td>−76.5</td>
<td>−15.5</td>
</tr>
<tr>
<td>12.7</td>
<td>medial prefrontal cortex</td>
<td>1.5</td>
<td>55.5</td>
<td>5.5</td>
</tr>
<tr>
<td>11.0</td>
<td>right postcentral gyrus</td>
<td>28.5</td>
<td>−40.5</td>
<td>65.5</td>
</tr>
<tr>
<td>5.7</td>
<td>left superior parietal lobule</td>
<td>−7.5</td>
<td>−58.5</td>
<td>62.5</td>
</tr>
<tr>
<td>5.4</td>
<td>left inferior frontal gyrus</td>
<td>−43.5</td>
<td>25.5</td>
<td>−21.5</td>
</tr>
<tr>
<td>5.1</td>
<td>right insula*</td>
<td>34.5</td>
<td>19.5</td>
<td>5.5</td>
</tr>
<tr>
<td>3.5</td>
<td>left cingulate gyrus</td>
<td>−4.5</td>
<td>−49.5</td>
<td>29.5</td>
</tr>
<tr>
<td>3.3</td>
<td>right medial frontal gyrus*</td>
<td>4.5</td>
<td>10.5</td>
<td>47.5</td>
</tr>
<tr>
<td>1.5</td>
<td>left insula*</td>
<td>−34.5</td>
<td>16.5</td>
<td>8.5</td>
</tr>
<tr>
<td>1.0</td>
<td>right anterior middle temporal gyrus</td>
<td>61.5</td>
<td>−4.5</td>
<td>−9.5</td>
</tr>
<tr>
<td>0.9</td>
<td>right anterior superior temporal gyrus</td>
<td>40.5</td>
<td>10.5</td>
<td>−15.5</td>
</tr>
<tr>
<td>0.5</td>
<td>right posterior caudate</td>
<td>16.5</td>
<td>−19.5</td>
<td>23.5</td>
</tr>
<tr>
<td>0.5</td>
<td>left anterior middle temporal gyrus</td>
<td>−61.5</td>
<td>−10.5</td>
<td>−12.5</td>
</tr>
</tbody>
</table>

*Negative quadratic term.

Figure 5. The response to both the high-social dimension (green; valence) and the low-social dimension (red; control) in the amygdala and the FFA. (a) The bilateral amygdala, defined anatomically by the AFNI Talairach atlas; (b) the bilateral FFA, defined by a face localizer.

Table 5. Future research directions

As we documented in §2, there is good behavioural evidence that perceptions of emotional expressions and perceptions of social traits in faces are related. Yet, these two research topics have not been pursued in a common, cognitive neuroscience framework. While behavioural studies can provide support for the emotional overgeneralization hypothesis, further support can be obtained by examining the brain areas that are involved in expression perception and trait perception. There are several suggestive preliminary findings. In an fMRI study, Winston et al. [64] showed that the STS activates more during explicit ratings of face trustworthiness compared with ratings of face age. As the STS is also involved in facial
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expression perception, this result is consistent with the overgeneralization hypothesis. Additional causal evidence for an STS role in face trait perception has been found in a TMS study. Dzhelyova et al. [72] applied repetitive TMS to the OFA and the posterior STS in two face tasks: judging gender and judging trustworthiness. Whereas TMS applied to the right posterior STS interfered with trustworthiness judgements—making participants slower, TMS applied to the right OFA interfered with gender judgements. Said et al. [2] found the STS differentiates between the social and control dimensions discussed above, but failed to replicate this finding in other studies. Finally, the amygdala response to face trustworthiness is consistent with overgeneralization. Just as the amygdala responds to both angry and happy faces more than neutral faces [73], so it responds more to highly trustworthy and highly untrustworthy faces. However, while findings in the amygdala are consistent with overgeneralization, we stress that they are also consistent with non-perceptual arousal or valence effects that are shared by both facial expressions and face traits.

Clearly, the perceptions of facial expressions and face traits are not identical processes. The stimuli are different, and some dissociations emerge in the neural responses. For instance, the FO, which is important for the perception of facial expressions [18,20], is not necessary for trustworthiness judgements [72]. However, the growing body of behavioural and computer vision studies, together with reports of substantially overlapping neural responses, suggest that these two processes are closely linked.

In all cases, the most fruitful approach would be to pursue these two phenomena within a common, conceptual framework. For example, Calder & Young [25] discussed how multi-dimensional face space models can account for a wide variety of face perceptions (e.g. identity, gender, age, emotions, etc.). Such models can provide a common framework for cognitive neuroscience studies on the perception of emotional expressions and face evaluation. Another approach would be to use pattern classification techniques [74] to directly test for similarities in the representations of emotional expressions and face traits. For example, such techniques can be applied to brain states during the perception of expressive faces and emotionally neutral faces. As we described in §3, it is possible to classify different emotional expressions [20]. Classifiers that are trained to detect the pattern of activation associated with the perception of particular expressions can then be tested on the perception of neutral faces that vary on their evaluation. If overgeneralization is occurring in a particular brain area, then the classifier may detect similar activation patterns during the viewing of neutral faces varying on trait dimensions and during the viewing of corresponding emotional expressions.

6. CONCLUSION
In this overview, we discussed the cognitive neuroscience of the recognition of facial expressions and evaluation of emotionally neutral faces. While a large number of studies have attempted to research these topics, many questions remain unanswered, particularly those about mechanism. Nevertheless, some conclusions can be reached. First, we used several lines of behavioural evidence to argue that the perceptions of facial expressions and face traits are related, and may rely on the same mechanisms. Second, we discussed the broadly distributed network of cortical systems underlying the perception of facial expressions. We argued that there is partial functional segregation of the STS and fusiform gyrus, with the STS more responsible for facial expressions and the fusiform gyrus more responsible for facial identity. In the STS, facial expressions may be recognized by a network of local optic flow detectors, optic flow pattern detectors and form detectors [27]. The STS may also have a more general role in processing emotional input from several modalities [25]. The FO and nearby motor and somatosensory cortex also show activity during the perception of facial expression and may have a causal role in their recognition, perhaps through engagement of the mirror neuron system. Third, we discussed the cognitive neuroscience of the evaluation of neutral faces. In attractiveness research, some of the most consistent findings are that the mOFC, the NAcc and the ACC all respond more to more attractive faces. In research on face trustworthiness, some of the most consistent findings are that the amygdala and large parts of the visual system are sensitive to face trustworthiness, although the response function is not always the same across studies. We argued that these inconsistencies can be explained in terms of the typicality of the faces used in the particular studies. How these responses should be interpreted is still largely an open question. Future research—particularly studies relying on fMRI adaptation, TMS or patient populations—could be very illuminating.
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