Timing matters: error-prone gap filling and translesion synthesis in immunoglobulin gene hypermutation
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By temporarily deferring the repair of DNA lesions encountered during replication, the bypass of DNA damage is critical to the ability of cells to withstand genomic insults. Damage bypass can be achieved either by recombinational mechanisms that are generally accurate or by a process called translesion synthesis. Translesion synthesis involves replacing the stalled replicative polymerase with one of a number of specialized DNA polymerases whose active sites are able to tolerate a distorted or damaged DNA template. While this property allows the translesion polymerases to synthesize across damaged bases, it does so with the trade-off of an increased mutation rate. The deployment of these enzymes must therefore be carefully regulated. In addition to their important role in general DNA damage tolerance and mutagenesis, the translesion polymerases play a crucial role in converting the products of activation induced deaminase-catalysed cytidine deamination to mutations during immunoglobulin gene somatic hypermutation. In this paper, we specifically consider the control of translesion synthesis in the context of the timing of lesion bypass relative to replication fork progression and arrest at sites of DNA damage. We then examine how recent observations concerning the control of translesion synthesis might help refine our view of the mechanisms of immunoglobulin gene somatic hypermutation.
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1. INTRODUCTION

The majority of mutations in DNA arise in consequence of errors introduced during replication, and are frequently precipitated by DNA damage. It is just over 40 years since Evelyn Witkin showed that mutation in Escherichia coli is not an inevitable consequence of DNA damage, such as UV light. Instead, mutagenesis is determined by specific genetic loci and is, along with a number of other phenotypes, induced following exposure to UV light (Witkin 1967a,b). At about the same time, Dean Rupp and Paul Howard-Flanders demonstrated that E. coli defective in the ability to excise UV light-induced pyrimidine dimers could replicate with normal kinetics even when their genome contains up to 50 lesions. However, replication in these circumstances is associated with the formation of gaps in the newly synthesized DNA, at approximately the same spacing as the dimers, which are subsequently filled by a recombinational mechanism that gives rise to sister strand exchanges (Rupp & Howard-Flanders 1968; Rupp et al. 1971). Integration of these observations led to the first models for DNA damage bypass. These proposed that replication blocked at a site of UV damage restarted downstream of the lesion leaving a gap that is filled either by recombination or by an error-prone form of DNA synthesis across the lesion, now termed translesion synthesis (Radman 1970; figure 1). Although this early evidence suggested that lesion bypass was a post-replicative phenomenon, many subsequent models for lesion bypass in higher organisms have considered it as operating at stalled replication forks themselves as a mechanism to preserve fork integrity and progression (reviewed in Lehmann & Fuchs 2006).

While mutagenic DNA damage bypass makes some kind of teleological sense in single-celled organisms in which it can be used as a mechanism to escape environmental bottlenecks, its preservation in higher organisms is more puzzling. Indeed, far from being lost, there has been a huge expansion in the number of specialized polymerases in vertebrates and there is clear evidence that these polymerases play a central role in DNA damage tolerance (figure 2).

The specialized translesion polymerases (reviewed in Prakash et al. 2005) are characterized by active sites that are tolerant of distortions in the DNA helix introduced...
by base damage or mismatches. While this property allows them to synthesize across damaged bases, it also renders them more likely to misincorporate on undamaged DNA. Use of these polymerases is therefore potentially mutagenic not only owing to the non- or mis-instructional nature of damaged bases, but also because their error rate is intrinsically higher. Their use must therefore be carefully regulated if the genomic mutation rate is not to be elevated to dangerous levels, particularly in multicellular organisms, in which the stability of the somatic genome is paramount.

2. MECHANISMS THAT CONTROL TRANSLESION SYNTHESIS IN YEAST AND VERTEBRATES

Following soon after the initial observations in E. coli, screens in the budding yeast Saccharomyces cerevisiae also revealed genetic loci required for DNA damage-induced mutagenesis (Lawrence & Christensen 1976; Lemontt 1971). Indeed, much of our current understanding of how translesion synthesis is controlled in eukaryotes has come from this organism. The genes required for mutagenesis in S. cerevisiae fall into the RAD6 epistasis group, which includes three translesion polymerases, REV1, Polζ (REV3/REV7) and Polη (RAD30; Lemontt 1971; Nelson et al. 1996a,b; McDonald et al. 1997; Johnson et al. 1999). The use of these enzymes in lesion bypass is controlled by the monoubiquitination of the DNA sliding clamp proliferating cell nuclear antigen (PCNA; Hoege et al. 2002). Monoubiquitination of PCNA increases the affinity of the specialized polymerases for the clamp through interactions between ubiquitin and UB or UBZ ubiquitin-binding domains embedded within the polymerases themselves (Bienko et al. 2005). The monoubiquitination of PCNA is carried out by the RAD6/RAD18 heterodimer, which appears in turn to be recruited by regions of single-stranded DNA (Bailly et al. 1997; Davies et al. 2008) at stalled replication forks. In S. cerevisiae, this modification is a requirement for both translesion synthesis and an error-free pathway of lesion bypass defined by the RAD5 helicase (Hoege et al. 2002; Blastyak et al. 2007).

Understanding of DNA damage bypass pathways in vertebrates is now catching up with much being learned from the use of cell line models, in particular the chicken cell line DT40 (Buerstedde & Takeda 1991).

While the ubiquitination of PCNA is important for the control of translesion synthesis in DT40 (Arakawa et al. 2006; Simpson et al. 2006), its role is not as central as in budding yeast (Okada et al. 2002; Ross et al. 2005; Simpson & Sale 2005). Recent evidence has suggested that this may be, at least in part, due to greater prominence of a non-catalytic role of the Y-family polymerase REV1. Studies in yeast had already established that much of the contribution made by REV1 to translesion synthesis does not result from its rather restricted enzymatic activity (Nelson et al. 2000), REV1 being capable only of deoxycytidyl transfer opposite template G and a limited number of lesions (Nelson et al. 1996a; Zhang et al. 2002). Nonetheless, in yeast, the function of REV1 in damage tolerance is genetically dependent on RAD6 (Lawrence & Christensen 1976). By contrast, mutants of DT40 that lack both REV1 and the ability to ubiquitinate PCNA are much more sensitive to DNA damage than either single mutant, showing that PCNA ubiquitination and REV1 have substantially non-overlapping roles (Ross et al. 2005; Arakawa et al. 2006).

The C terminus of REV1 comprises two distinct regions. The first, found in the last 100 amino acids, interacts with each of the other translesion polymerases known to be involved in DNA damage bypass (Murakumo et al. 2001; Guo et al. 2003; Ohashi et al. 2004; Tissier et al. 2004). Adjacent to this is a second region that we demonstrated to mediate an interaction with PCNA (Ross et al. 2005) but which also contains the UBM ubiquitin-binding domains (Bienko et al. 2005). Although the precise relationship between these interactions remains to be established, this arrangement suggests that the C terminus of REV1 might also function, like ubiquitin, as an adaptor between the stalled replication fork and an incoming translesion polymerase.

3. THE TIMING OF TRANSLESION SYNTHESIS

Although the original proposal that translesion synthesis provides a mechanism for filling post-replicative gaps has recently been revisited (Lehmann & Fuchs 2006; Lopes et al. 2006; Waters & Walker 2006), much attention has been focused on the potential of these mechanisms to alleviate replication arrest ‘on-the-fly’ (i.e. at the fork, rather than after it). While these two
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**Figure 1.** Miroslav Radman’s (1970) model for lesion bypass in Escherichia coli from his paper on the SOS response circulated privately in 1970. The full text with a commentary by Bridges (2005) was recently published in DNA Repair. Reproduced with kind permission from Miro Radman.

**Figure 2.** The expansion of specialized polymerases in vertebrate cells. Comparison of the currently known polymerases in (a) E. coli, (b) Saccharomyces cerevisiae and (c) humans.
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modes of action are of course not mutually exclusive, there has, over the years, been a degree of controversy and confusion over when translesion synthesis operates.

The indication that PCNA ubiquitination and the non-catalytic function of the C terminus of REV1 might act to coordinate translesion synthesis in different pathways prompted us to consider whether such pathways might be temporally separated relative to replication fork arrest. To address this, we employed two complementary assays in DT40 cells that measure fork progression and post-replicative gap filling, respectively (Edmunds et al. 2008). Fork progression was monitored by measuring replication tracts in DNA fibres from cells that had been pulsed with halogenated nucleotides. This assay reveals the total length of DNA synthesized in a given time. By using two different labels, the length of DNA synthesized before and after DNA damage can be measured allowing the contribution of individual factors to maintaining fork progression on damaged DNA to be assessed. This approach yielded the surprising result that while REV1 was required to maintain wild-type levels of fork progression on DNA damaged with either UV light or 4-nitroquinoline-1-oxide, the ability to ubiquitinate PCNA was dispensable. However, assessment of post-replicative gap filling by alkaline sucrose velocity sedimentation showed a clear requirement for PCNA ubiquitination, as extensively documented previously in both yeast and vertebrate cells (Prakash 1981; Yamashita et al. 2002; Tateishi et al. 2003; Haracska et al. 2004).

Together, these data suggested that REV1 and PCNA ubiquitination do indeed define distinct pathways for recruiting translesion synthesis and that these operate at different times relative to replication fork arrest (figure 3). Although this observation is surprising in the context of much of the recent thinking in the field, which has frequently envisaged PCNA ubiquitination as a mechanism for polymerase switching at stalled replication forks, recent experiments have suggested that practically all translesion synthesis is post-replicative in S. cerevisiae (Lopes et al. 2006). This may help to explain why, despite the C terminus of yeast REV1 making many of the same contacts as its vertebrate counterpart, lesion bypass in this organism is apparently so dependent on PCNA ubiquitination.

In the second part of this paper, we will consider whether these observations might help to refine our view of how and when mutagenic processing of activation induced deaminase (AID)-mediated DNA damage in the immunoglobulin loci takes place.

4. DEAMINATION IN THE IMMUNOGLOBULIN LOCUS: A SIMPLE LESION PROCESSED BY MULTIPLE PATHWAYS

Three seemingly diverse processes (somatic hypermutation, gene conversion and class switch recombination) constitute an essential facet of the adaptive immune response by generating and refining a practically infinite range of antibody specificities. All three are initiated by the deamination of cytidine within the immunoglobulin loci by AID (Muramatsu et al. 2000; Revy et al. 2000; Arakawa et al. 2002; Harris et al. 2002). Since the previous Discussion Meeting on antibody diversification in 2000, a wealth of data has led to our current understanding of how a simple deamination event triggers the diverse and complex outcomes that create immunoglobulin diversity. The broader aspects of immunoglobulin diversification have been reviewed extensively elsewhere (Kenter 2005; Maizels 2005; Di Noia & Neuberger 2007). Here, we will concentrate on how deamination of dC leads to the full range of point mutations seen during immunoglobulin gene hypermutation.

Although AID works only on dC in DNA, generating uracil, mutations in the immunoglobulin genes in mouse and man are found at all four bases. Unlike general replication errors, which exhibit a marked bias to transition mutations, the spectrum of immunoglobulin hypermutation reveals preferential focusing to certain hotspots and exhibits a ratio of transitions to transversions much closer to 50 per cent (Betz et al. 1993). An important clue as to how dC deamination can lead to the full spectrum of mutations seen in the immunoglobulin genes comes from demonstrations that the genetic requirements for the formation of mutations at dG:dC base pairs and dA:dT base pairs are different. The first of these observations predated the discovery of AID. Mice deficient for a key component of the mismatch repair machinery, MSH2, exhibit a substantial reduction in mutations at dA:dT base pairs, while retaining practically normal levels of mutation at dG:dC bases (Frey et al. 1998; Rada et al. 1998). This observation led to the suggestion that somatic hypermutation is a two-phase process with phase I generating mutations at dG:dC and phase II at dA:dT (Rada et al. 1998; Neuberger et al. 2003).

5. HYPERMUTATING CELL LINES AND G:C MUTATION: MODELS OF ABASIC SITE BYPASS

Curiously, in all cell line models that exhibit constitutive or inducible immunoglobulin hypermutation, mutations are formed predominantly at dG:dC base pairs (Denepoux et al. 1997; Sale & Neuberger 1998; Harris et al. 1997). For example, translesion synthesis by the dG:dC hypermutator cell line, 690, is predominantly paralleled by gap formation. This result is consistent with observations that the translesion enzymes can operate independently of the mismatch repair machinery and that dA:dT mutations are induced by processes that also lead to gap formation (Rada et al. 1998). This suggests that a critical link between the two pathways is the filling of gaps, which is provided by the polymerase III holoenzyme, which acts as the backup translesion polymerase.

![Figure 3. REV1 and PCNA ubiquitination define temporally distinct mechanisms for controlling translesion synthesis. On encountering a lesion (black oval) that blocks the replicative DNA polymerases, translesion synthesis can be directly recruited (dotted line), thereby allowing the fork to continue. This recruitment requires the C terminus of REV1. Alternatively, the fork can arrest and restart downstream of the template lesion leaving a gap. This gap is flagged by PCNA ubiquitination, which also facilitates the recruitment of translesion polymerases. We suggest that the former mechanism might be favoured on the leading strand, the latter on the lagging strand where discontinuous Okazaki fragment synthesis will lead more readily to gap formation.](http://rstb.royalsocietypublishing.org/Downloaded from http://rstb.royalsocietypublishing.org/)
et al. 2001). For example, in the Burkitt lymphoma line Ramos over 80 per cent of mutations are found at dG:dC base pairs (Sale & Neuberger 1998). In DT40 cells, which normally diversify their immunoglobulin genes predominantly by gene conversion, disruption of homologous recombination or removal of the V pseudo-gene donors results in almost exclusive (approx. 95%) mutations at dG:dC (Arakawa et al. 2004; Sale et al. 2001). Thus, while hypermutating variants of DT40 provide a genetically most attractive model system, the immunoglobulin mutagenesis in these lines probably reflects simply the direct consequence of replication across either dU, generating dC→dT transition mutations, or across abasic sites formed following excision of uracil by uracil DNA glycosylase (UNG; Di Noia & Neuberger 2002; Sale 2004). Nevertheless, hypermutation in cell lines appears to accurately reflect the ‘phase I’ mutagenesis seen in mice and humans. The reasons for this dG:dC bias, when the parental organism is perfectly capable of mutagenesis at dA:dT base pairs as well, remain unclear. However, it is tempting to speculate that it is related to a common feature or combination of features of transformed germinal centre B cells such as deregulated MYC or BCL-6 expression and loss of p53.

The contributions of PCNA ubiquitination and of REV1 to bypass of abasic sites in the immunoglobulin loci of DT40 broadly mirror their roles in DNA damage tolerance. Efficient mutagenesis requires both REV1 and the ubiquitination of PCNA but loss of both results in almost total abrogation of mutation (Arakawa et al. 2006). However, part of the reduction in mutation in rev1 DT40 cells may be due to loss of the deoxycytidyl transferase activity of REV1 since abasic sites are good substrates for this enzyme. Reconstitution of rev1 DT40 cells with human REV1 carrying catalytically inactivating point mutations demonstrated that REV1 was required for dC→dG transversion mutations on both strands of the immunoglobulin light chain locus in DT40. However, the decrease in dC→dG transversions was fully compensated for by an increase in dC→dA and dC→dT mutations (Ross & Sale 2006). Surprisingly, although disruption of the whole of REV1 results in decreased levels of point mutation, deletion of the C terminus does not. Furthermore, the frequency of dC→dG transversions is unaffected suggesting that the C terminus is not required to recruit the catalytic activity of REV1. However, an increase in dC→dA transversions on either strand, at the expense of dC→dT transitions, suggested that the C terminus of REV1 can nonetheless influence polymerase selection at abasic sites even when the catalytic activity of the protein is not employed.

6. GENETIC REQUIREMENTS FOR IMMUNOGLOBULIN HYPERMUTATION IN MICE AND HUMANS

Hypermutation in mice and humans is more complex than the simple bypass of AID-induced damage seen in DT40 as mutations at dA:dT base pairs are generally more numerous than those at dG:dC. Furthermore, genetic analyses in mice have so far revealed a far greater degree of redundancy between the different pathways that process dU than is evident in DT40, making interpretation of the contribution of individual components more problematic.

Analysis of hypermutation in rev1−/− mice also reveals a clear contribution of the catalytic activity of the protein in bypassing abasic sites. However, in contrast to DT40, this activity appears to be strongly strand biased with the decrease in dC→dG transversions being seen only on the coding (non-transcribed) strand (Jansen et al. 2006). The overall mutation burden was the same as in control animals, the loss of dC→dG transversions being compensated for by an increase in dC→dA transversions and in mutations at dA:dT base pairs. One possible source of the redundancy in mutagenesis at dG:dC is DNA polymerase θ, a member of the A-family of DNA polymerases, which is also capable of direct catalytic bypass of abasic sites, strongly favouring A and disfavouring C in vitro (Seki et al. 2004). Polδ has been shown to play a role in the formation of mutations at dG:dC during immunoglobulin hypermutation in mouse (Masuda et al. 2005; Zan et al. 2005), and while it is tempting to speculate, based on their in vitro activities, that Polδ and REV1 play compensatory roles to each other, this remains to be tested. Furthermore, very little is yet known about the mechanisms that control Polδ.

Mutagenesis at dA:dT cannot, of course, be explained by direct misincorporation opposite dU or an abasic site. Unlike mutagenesis at dG:dC, which requires uracil excision, mutagenesis at dA:dT depends heavily on mismatch recognition of dU:dG mispairs. First noted in Msh2−/− mice (Frey et al. 1998; Rada et al. 1998), a similar loss of dA:dT mutagenesis has been documented in mice deficient for MSH6 (Wiesendanger et al. 2000; Martomo et al. 2004) and EXO1 (Bardwell et al. 2004). Curiously, mice deficient in PMS2 and MLH1, proteins required to couple mismatch recognition to excision (reviewed in Jiricny 2006), do not exhibit as striking a phenotype in terms of hypermutation (Frey et al. 1998; Kim et al. 1999; Phung et al. 1999; Ehrenstein et al. 2001). This suggests that either other factors can substitute for PMS2 and MLH1 in this context or the requirement for MSH2/6 and EXO1 in dA:dT mutagenesis does not reflect their canonical role in mismatch repair. Importantly, the dependence of dA:dT mutagenesis on mismatch repair factors is not complete and it is clear that a proportion of dA:dT mutations are also triggered by excision of dU by UNG (Rada et al. 2004).

Two further genetic requirements help provide a very strong framework for understanding mutagenesis at dA:dT base pairs. Numerous lines of evidence point to a central role for DNA polymerase η (Zeng et al. 2001; Delbos et al. 2005). Indeed, recent data have suggested that it is the sole polymerase responsible (Delbos et al. 2007). Additionally, Langerak et al. (2007) have also very recently demonstrated a pivotal requirement for PCNA ubiquitination. Polη interacts with ubiquitinated PCNA via its C terminal UBZ domain (Bienko et al. 2005) and the mutation spectrum of Polη on undamaged DNA is similar to the spectrum of dA:dT mutations seen during immunoglobulin hypermutation (Pavlov et al. 2002)
suggesting that, unlike mutations at dG:dC (which arise due to bypass of a non-instructional lesion), mutations at dA:dT arise in consequence of misincorporation during DNA patch synthesis by Pol\(\eta\). Together, these observations support a model in which PCNA ubiquitination recruits Pol\(\eta\) to the immunoglobulin loci. As in the rev1\(^{-/-}\) mice, redundancy of mutagenic mechanisms exists and a compensatory increase in mutation at dG:dC is seen in both the penaK164R and polh\(^{-/-}\) animals. Interestingly, the frequency of dC→dG transversions on the coding strand, which as discussed above are highly dependent on the catalytic activity of REV1, was unaffected by disruption of PCNA ubiquitination, confirming that the recruitment of the catalytic activity of REV1 is independent of the ability of REV1 to bind ubiquitin on PCNA.

7. CAN IMMUNOGLOBULIN HYPERMUTATION BE UNDERSTOOD IN TERMS OF THE TIMING OF TRANSLESION SYNTHESIS?

In this last section we examine how, despite some important differences between studies of damage tolerance in DT40 and hypermutation in mice, some of the concepts uncovered in DT40 might be useful in improving our understanding of immunoglobulin hypermutation.

Substantial evidence points to AID activity being linked to transcription (reviewed in Di Noia & Neuberger 2007), the transcription bubble providing the single-stranded DNA upon which AID has biochemically been shown to act (Bransteitter et al. 2003; Chaudhuri et al. 2003; Dickerson et al. 2003). Transcription of highly active loci such as the immunoglobulin genes in germinal centre B cells is likely to be only transiently interrupted by the passage of a replication fork. Thus, the deamination of dC will take place almost continuously both before and after replication of the immunoglobulin V genes.

Uracil excision in the context of base excision repair is rapidly followed by elimination of the resulting abasic site by AP endonuclease and patch repair (reviewed in Kavlì et al. 2007). However, for mutagenesis, the abasic site must be replicated before it is acted on by AP endonuclease. This is most likely to be achieved when U is encountered by a replication fork and is removed by UNG2 physically recruited to PCNA (Otterlei et al. 1999; Warbrick 2000). The resulting abasic site poses a block to the replicative polymerases leaving the replication machinery with two choices, to directly bypass the lesion, maintaining fork progression, or to arrest leaving a gap and deferring bypass of the lesion until later (figure 4).

By analogy with bypass of UV damage in DT40, bypass of the abasic site at the fork should require REV1, while bypass at a post-replicative gap should require ubiquitination of PCNA (figure 4). It is not clear what would determine the division of labour between these two mechanisms, but an obvious possibility is whether the deamination has occurred on the leading or lagging strand. Owing to the inherently discontinuous nature of lagging strand synthesis, gap formation may be favoured on the lagging strand, while a mechanism to maintain fork progression would be favoured on the leading strand. Current evidence suggests that replication in the immunoglobulin loci of mature B cells proceeds from downstream of the C region, back towards the V region (Zhou et al. 2002; Norio et al. 2005). Thus, the (coding) non-transcribed strand of the V gene would also be the leading strand. Our model suggests that the use of REV1 for abasic site bypass might be favoured on this strand, a notion consistent with the observed strand bias of dC→dG mutagenesis seen in rev1\(^{-/-}\) mice (Jansen et al. 2006). The analysis of hypermutation in rev1\(^{-/-}\)/penaK164R doubly mutant mice will certainly be illuminating for testing the extent to which these two mechanisms compensate for each other and for uncovering other modes of translesion synthesis control.

The strong dependence of mutagenesis at dA:dT on PCNA ubiquitination places it as a post-replicative event in our model. Although it has recently been proposed that dA:dT mutagenesis takes place in G1 (Franklin & Blanden 2008), this is not consistent with the observations that show a requirement for replication forks in order for PCNA ubiquitination to be detectable in both budding yeast and human cells (Kannouche et al. 2004; Davies et al. 2008). Furthermore, we propose that the two pathways that result in dA:dT mutations (dU excision and recognition of dU:dG by MSH2/6; Rada et al. 2004) converge on a single-strand gap formed or remaining after bulk replication has been completed (figure 4). This model suggests that a key difference between the gaps created in each pathway is whether or not they contain an abasic site and, therefore, whether or not they potentially give rise to linked mutations at both dG:dC and dA:dT. However, it is debatable whether such linkage would be convincingly detectable as the proportion of mutations generated by this pathway is probably too small (Rada et al. 2004) and the range of gap lengths, and hence the range over which linkage might occur, is potentially quite large. Original experimental estimates for post-replicative gaps formed after UV irradiation suggested a length of approximately 800 bp (Lehmann 1972). However, the limit of the hypermutation domain in the immunoglobulin loci suggests rather shorter distances of the order of 30–100 nucleotides (Di Noia & Neuberger 2007).

Although dU excision can trigger mutation at dA:dT pairs, most of these mutations occur independently of UNG, instead relying on recognition of dU:dG mismatches by the MSH2/MSH6 heterodimer (Rada et al. 2004). This involvement of mismatch repair raises a paradox. Mismatch repair usually functions to eliminate base misincorporations during replication and is therefore antimutagenic. However, in the context of AID-induced dU:dG mismatches, recognition by MSH2/6 is clearly mutagenic. Why this is the case remains unclear but is likely to be related to the recruitment of PCNA ubiquitination. The involvement of EXO1 in the generation of mutations at dA:dT suggests that mismatch recognition is likely to result in the exonucleolytic degradation of one strand to create a gap. Why might gaps created by recognition of dU:dG trigger PCNA ubiquitination? Recruitment of PCNA ubiquitination by
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mismatch repair is not without precedent. Observations from Serge Boiteux's group suggest that PCNA ubiquitination and Polη are recruited to gaps created by the post-replicative recognition of 8-oxoG containing mismatches in yeast, in this context resulting in error-free dCMP incorporation opposite to the lesion by Polη rather than inaccurate dA incorporation by Polδ (de Padula et al. 2004).

A critical issue therefore is what determines whether or not PCNA ubiquitination is recruited to gaps
formed following mismatch recognition. One possibility again relates to timing, this time of mismatch recognition. Canonical mismatch repair is likely to act almost immediately a base is misincorporated at the fork and therefore not result in a persistent gap. Thus, if dU:dG formation and its recognition happen after replication, rather than at the fork, the resulting gap may then be treated in much the same way as a gap created by a replication fork stall with downstream restart, with both resulting in PCNA ubiquitination (figure 4). Alternatively, there may be mechanisms that directly couple mismatch repair with PCNA ubiquitination and it is of note here that both MSH2 and MSH6 were identified in a macromolecular complex containing RAD18 and Pol1 (Yuasa et al. 2006).

The use of PCNA ubiquitination to flag persistent unreplicated gaps is an important strategy employed by cells to ensure the bypass of all lesions and the generation of a complete copy of the genome. In the context of immunoglobulin hypermutation, this strategy, normally reserved for difficult lesion-containing gaps, is subverted, via mismatch excision, by the unusual and high level of post-replicative damage created by AID.
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