Phonetic learning as a pathway to language: new data and native language magnet theory expanded (NLM-e)
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Infants’ speech perception skills show a dual change towards the end of the first year of life. Not only does non-native speech perception decline, as often shown, but native language speech perception skills show improvement, reflecting a facilitative effect of experience with native language. The mechanism underlying change at this point in development, and the relationship between the change in native and non-native speech perception, is of theoretical interest. As shown in new data presented here, at the cusp of this developmental change, infants’ native and non-native phonetic perception skills predict later language ability, but in opposite directions. Better native language skill at 7.5 months of age predicts faster language advancement, whereas better non-native language skill predicts slower advancement. We suggest that native language phonetic performance is indicative of neural commitment to the native language, while non-native phonetic performance reveals uncommitted neural circuitry. This paper has three goals: (i) to review existing models of phonetic perception development, (ii) to present new event-related potential data showing that native and non-native phonetic perception at 7.5 months of age predicts language growth over the next 2 years, and (iii) to describe a revised version of our previous model, the native language magnet model, expanded (NLM-e). NLM-e incorporates five new principles. Specific testable predictions for future research programmes are described.
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1. INTRODUCTION

From babbling at six months of age to full sentences by the age of 3, young children learn their mother tongue rapidly and effortlessly, following similar developmental paths regardless of culture (figure 1). How infants accomplish the task has become the focus of debate on the nature and origins of language (Hauser et al. 2002; Kuhl 2004; Newport & Aslin 2004; Fitch et al. 2005; Pinker & Jackendoff 2005).

Research and theory are now aimed at elucidating the mechanisms underlying developmental change in infants’ perception of speech, and the emerging picture is complex. Young infants learn ‘statistically’ (Saffran 2002) at many levels, including phonetic (Kuhl et al. 1992; Maye et al. 2002, in press), phonotactic (Jusczyk et al. 1993, 1994), lexical (Goodsmall et al. 1993; Saffran et al. 1996) and syntactic (Gomez & Gerken 1999, 2000; Marcus et al. 1999; Peña et al. 2002; Bortfeld et al. 2005; Gerken et al. 2005). However, learning requires more than computation. In experimental interventions mimicking natural language learning situations, social factors play an important role (Kuhl et al. 2003; Yu et al. 2005; Yoshida et al. 2006). When exposed to a new language for the first time at nine months of age, for example, infants learn phonetically from a live interacting human being, but not from a disembodied source, even though the acoustic information remains the same in the two situations (Kuhl et al. 2003). While social factors in language learning have often been discussed (Bruner 1983; Baldwin 1995; Tomasello 2003), the potential role that social factors may play in speech perception development has only recently been explored (Kuhl 2007).

Non-linguistic cognitive factors also appear to play a role in phonetic learning. Previous research (Lalonde & Werker 1995) suggested a link between general cognitive abilities and reductions in non-native perception towards the end of the first year. The increasing ability to inhibit attention to irrelevant information was offered as a possible mechanism underlying performance on both phonetic discrimination and non-linguistic tasks (Diamond et al. 1994). More recent work (Conboy et al. submitted) has replicated and extended that finding using a different set of non-linguistic tasks that tap cognitive control skills. These findings, along with research showing that children raised bilingually from birth have an advantage on non-linguistic tasks requiring control of attention (Bialystok 1999, 2001), suggest that responses to speech stimuli are linked to cognitive control, with inhibitory control
playing a role in non-native speech perception in monolingual infants (Diamond et al. 1994; Conboy et al. submitted).

Moreover, there is continuity between early measures of phonetic perception and later language skills (Molfese & Molfese 1997; Molfese 2000; Tsao et al. 2004; Conboy et al. 2005; Kuhl et al. 2005b; Rivera-Gaxiola et al. 2005a). A new study will be presented here that utilizes an event-related potential (ERP) brain measure of infants’ native and non-native speech perception in infancy to predict language in the second and third year of life. The new findings allow further development of an explanation for the difference between native and non-native contrasts as predictors of later language. The data provide some support for the neural explanation for the difference between native and non-native contrasts as predictors of later language.

2. THE DEVELOPMENTAL PROBLEM AND EARLY THEORY

To acquire a language, infants have to discover which phonetic distinctions will be utilized in the language of their culture. For example, English is different from Japanese; the phonemes /r/ and /l/ create different words in English (‘rake’ and ‘lake’), but do not change the meaning of a word in Japanese. Our understanding of this process is anchored by two well-established facts. Early in life, infants discriminate among virtually all the phonetic units of the world’s languages (Eimas et al. 1971; Streeter 1976; Trehub 1976; Werker & Tees 1984a; Best & McRoberts 2003; Kuhl et al. 2006). By adulthood, this universal phonetic capacity is no longer in place and non-native phonetic discrimination is much more difficult (Miyawaki et al. 1975; Werker & Lalonde 1988; Best et al. 2001; Iverson et al. 2003). Our focus is the mechanism underlying this developmental transition.

Historical models of developmental speech perception were based on selection. Infants’ phonetic abilities were argued to stem from an innate specification of all possible phonetic units, which were subsequently maintained or lost as a function of linguistic experience. Eimas’ phonetic feature detector account (Eimas 1975) and Liberman’s motor theory (Liberman et al. 1967; Liberman & Mattingly 1985) are classic examples. The primitives differ in the two accounts—Eimas’ phonetic feature detectors were responsive to the acoustic events underlying phonetic distinctions, whereas Liberman’s motor theory held that infants initially detect all phonetically relevant gestures (Liberman & Mattingly 1985); but both views were based on selection and the maintenance/loss view. Early data on developmental change in infants’ perception of speech (Werker & Tees 1984a) supported this view; native abilities appeared to be maintained and non-native abilities lost.

In the 1970s, the discovery of ‘categorical perception’ for speech in non-human animals (Kuhl & Miller 1975, 1978; Kuhl & Padden 1982, 1983; see also Dooling et al. 1995), and demonstrations of categorical perception for non-speech stimuli in infants (Jusczyk et al. 1977, 1980), undermined the selection model and provided an alternative explanation for infants’ abilities which was rooted in neurobiology and evolution. The argument was that phonetic contrasts in speech capitalized on existing, more general properties of
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auditory perceptual mechanisms rather than specially evolved phonetic feature detectors. These data suggested that infants’ initial abilities were more primitive—the base on which language builds—rather than domain-specific mechanisms evolved for language (Kuhl & Miller 1978; Kuhl 1991a). Additional comparative studies subsequently revealed many more similarities in human–animal speech perception (Kluender et al. 1987; Hauser et al. 2001, 2002b), and of equal importance, differences between human and animal perception and learning (Kuhl 1991b; Fitch & Hauser 2004; Newport & Aslin 2004).

The idea that infants began life with phonetic feature detectors that were either maintained or lost was further undermined by adult (Carney et al. 1977; Pisoni et al. 1982; Werker & Tees 1984b, Werker & Logan 1985; Werker 1995; Rivera-Gaxiola et al. 2000) and infant results (Cheour et al. 1998; Rivera-Gaxiola et al. 2005b, 2007; Kuhl et al. 2006; Tsao et al. 2006). Both show that we remain capable of discriminating non-native phonetic contrasts, though at a reduced level when compared with native contrasts.

However, the idea that more than selection is involved in developmental phonetic perception was most clearly demonstrated by experimental findings showing that native language phonetic perception shows a significant improvement between 6 and 12 months of age. American infants tested on the English /r–l/ contrast showed a statistically significant improvement between 6 and 12 months of age (Kuhl et al. 2006; figure 2). Also, both Mandarin-learning and English-learning infants showed native language phonetic improvement on affricate–fricative contrasts between 6 and 12 months of age (Tsao et al. 2006). Brain measures in the form of electrophysiological ERPs in response to syllable changes between 6 and 12 months of age also showed an increase in native consonant perception (Rivera-Gaxiola et al. 2005b, 2007); the same pattern in ERP data has been shown for vowels (Cheour et al. 1998). Previous studies had shown native language improvement after 12 months of age and before adulthood (Polka et al. 2001; Sundara et al. 2006), but the new studies establish a pattern of improvement in native language phonetic perception in the first year, which we consider significant for theory. The improvement suggested that selection—a process of maintenance or loss—could not account for the transition in phonetic perception between 6 and 12 months of life.

Models of the earliest phases of language acquisition required an explanation of (i) the facilitation pattern seen for native language contrasts between 6 and 12 months of age, (ii) the decline observed for many non-native contrasts at the same point in time, (iii) the variability observed across contrasts, and (iv) the relationship between changes in native and non-native speech perception and their differential prediction of future language.

3. BEYOND MODELS OF SELECTION

Three newer models went beyond selection in explaining developmental change in infants’ perception of speech; we will review models offered by Werker, Best and Kuhl.

Werker and colleagues focused on the decline in non-native perception and described six possible explanations (Werker & Pegg 1992), one of which focused on cognitive abilities. Infants’ performance on non-native phonetic contrasts was associated with performance on visual categorization and the A-not-B task; 8- to 10-month-old infants with better performance on either non-linguistic task had poor discrimination of a non-native (Hindi-voiced, unaspirated dental versus retroflex stop) contrast (Lalonde & Werker 1995). The findings of that study were consistent with the view that age-related changes in non-native speech discrimination are influenced by broad, domain-general cognitive processes. Diamond et al. (1994) further suggested a link between inhibitory control skills and discrimination of non-native contrasts. A recent study with 11-month-old infants indicates that reduction in non-native discrimination skills at this age is linked to better performance on a detour-reaching task that requires inhibition of prepotent responses, and more goal-directed behaviours on a means-end task (Conboy et al. submitted). The finding that native language perceptual abilities are not associated with non-linguistic skills in either study suggests that cognitive control abilities may play a specific role in the ability to disregard irrelevant phonetic information while maintaining attention to relevant information.

Best’s perceptual assimilation model (PAM; Best 1994, 1995; Best & McRoberts 2003) also focused on the decline in non-native speech perception, arguing that infants’ recognition of the articulatory gestures underlying speech explains the change in non-native perception at 10–12 months of age. PAM indicates that infants’ difficulty in discriminating non-native contrasts is predicted by the articulatory similarity between specific native and non-native categories. In an update of the model, Best describes PAM/AO (articulatory organ) and suggests that non-native discrimination declines when phonetic contrasts involve the same articulatory organ (/s–z/), as opposed to different articulatory organs (/b–t/). Tests on non-native perception in 6–8 and 10–12 months old American infants
supported its predictions (Best & McRoberts 2003). Recent tests on additional different organ contrasts, such as liquids (Kuhl et al. 2006) and affricate–fricatives (Tsao et al. 2006), confirm PAM’s predictions when they are non-native contrasts for the infants tested, but not when they are native contrasts for the infants—both showed facilitation effects.

Kuhl offered a model of early speech perception termed the NLM model, which focused on infants’ native phonetic categories and how they could be structured through ambient language experience (Kuhl 1994, 2000a,b). NLM specified three phases in development. In phase 1, the initial state, infants are capable of differentiating all the sounds of human speech, and these abilities derive from their general auditory processing mechanisms rather than from a speech-specific mechanism (Kuhl 1991b). In phase 2, infants’ sensitivity to the distributional properties of linguistic input produces phonetic representations based on the distributional ‘modes’ in ambient speech input (Kuhl 1993). Experience is described as ‘warping’ perception, producing a distortion that decreases perceptual sensitivity near category modes and increases perceptual sensitivity near the boundaries between categories (Kuhl 1991a; Kuhl et al. 1992; Iverson et al. 2003). As experience accumulates, the representations most often activated (prototypes) begin to function as perceptual magnets for other members of the category, increasing the perceived similarity between members of the category (Kuhl 1991a). In phase 3, this distortion of perception, termed the perceptual magnet effect, produces facilitation in native and a reduction in foreign language phonetic abilities.

Accounts of infant speech perception, such as those of Jusczyk (1997), Kuhl (1992, 2000a) and more recently Werker & Curtin (2005), increasingly resemble more general developmental cognitive learning models (Karmiloff-Smith 1992; Elman et al. 1996; Gopnik & Meltzoff 1997). Studies on animals using speech and on infants using stimuli across domains suggest that aspects of infant speech perception, at least initially, are domain general and available to non-human species as well as human infants (Kuhl & Miller 1975; Marcus et al. 1999; Gomez & Gerken 2000; Hauser et al. 2002b; Saffran 2003; Newport & Aslin 2004; Newport et al. 2004), but that phonetic learning is unique to humans (Kuhl 1991a,b, 2000a). There is an increasing consensus for the idea, proposed following the initial animal studies (Kuhl & Miller 1975; Kuhl 1991a), that language evolved to match a set of general perceptual and learning abilities—a notion that is at odds with Skinner’s (1957) learning-through-explicit-reinforcement view, but also at some variance with Chomsky’s original notion of an innately specified universal phonetics and universal grammar, leading to a revision in theory that Chomsky acknowledges (Hauser et al. 2002a).

4. NATIVE LANGUAGE MAGNET THEORY, EXPANDED

The principles, learning account and framework described by the original NLM (Kuhl 1992, 1994) are the starting point for this revision of the theory. In this section, we (i) review the five general principles guiding the model, (ii) present the results of a new experiment, and (iii) describe NLM-e.

(a) Basic principles of NLM-e

(i) Distributional patterns and infant-directed speech are agents of change

We describe a model in which two agents of change drive the transition from a universal pattern of phonetic perception to one that is language specific: (i) detection of distributional frequencies in the patterns of phonetic units in ambient speech and (ii) the exaggerated acoustic cues to phonetic units contained in infant-directed (ID) speech, often referred to as ‘motherese’.

Distributional differences in the patterns of native language input were first suggested as an explanation of infants’ language-specific perception of vowels at six months of age based on the results of a cross-language study (Kuhl et al. 1992). The interpretation of the study was that distributional differences in native language speech heard by infants in two different countries during the first six months of life caused language-specific representations (prototypes) to develop, which altered infants’ perception (Kuhl 1993). Recently, Maye and her colleagues conducted direct tests that examined whether infants are sensitive to distributional frequency differences in speech input; they presented 6- and 8-month-old infants with syllables from a continuum for 2 min (Maye et al. 2002). Infants experienced stimuli from the entire continuum, but with different distributional frequencies. A ‘bimodal’ group heard more frequent presentations of stimuli at the ends of the continuum; a ‘unimodal’ group heard more frequent presentations of stimuli from the middle of the continuum. After familiarization, infants were tested on the endpoints of the continuum; infants in the bimodal group discriminated the sounds, whereas those in the unimodal group did not. Taken together with data showing infants’ sensitivity to distributional patterns and the role they play in word recognition (McMurray & Aslin 2005), these data support the view that infants’ sensitivity to distributional properties can induce the changes observed in early phonetic perception.

A second agent of change proposed in the NLM-e model is the exaggeration of relevant phonetic differences by adult speakers during ID as opposed to adult-directed (AD) speech. Studies show that mothers addressing infants acoustically ‘stretch’ the acoustic cues of phonetic units, exaggerating their differences and making them more discriminable (Bernstein-Ratner 1984; Kuhl et al. 1997; Burnham et al. 2002; Liu et al. 2003, in press). For example, stretching the formant frequencies of vowels makes them more distinct and creates more intelligible speech (see Liu et al. (2003) for review). Importantly, the exaggeration of vowels in ID speech has been shown to be unique to language addressing infants as opposed to that used when addressing pets (Burnham et al. 2002). The ID speech effect is not limited to vowels; Mandarin mothers expand the frequency differences among tones that are phonemic in Mandarin, exaggerating their distinctiveness (Liu et al. in press). Consonantal contrasts involving voice onset time (VOT) have also been compared in ID and AD speech, but with somewhat
mixed results (Baran et al. 1977; Malsheen 1980; Sundberg & Lacerda 1999). A recent, more comprehensive study investigated stop consonants in Norwegian ID and AD speech throughout the first six months of life, showing that differences in VOT in stop consonants were exaggerated in ID as opposed to AD speech, a difference that was stable across the six-month period (Englund 2005). Increasing the differences among phonetic units makes their contrastive features easier to learn, and this should assist in typically developing infants’ language learning; it could be especially helpful for children with auditory perceptual deficits (Merzenich et al. 1996; Tallal et al. 1996).

Liu et al. (2003) provided the first evidence that mothers’ increased intelligibility in ID speech may be helpful for infants. They measured individual mother’s vowels during ID speech and subsequently measured her infant’s speech perception skills in the laboratory using computer-synthesized consonant sounds. The degree to which an individual mother exaggerated the acoustic cues during ID speech was significantly correlated with her infant’s speech perception abilities. This was replicated in two independent samples of mother–infant pairs, in mothers with 6- to 8-month-old infants and in those with 10- to 12-month-old infants.

Acoustic stretching of phonetic cues in ID speech would be expected to exaggerate the distributional cues to phonetic units, and there is some evidence to validate this (Werker et al. 2007). Computer-learning models also indicate that ID speech improves the robustness of category learning achieved over that obtained with AD speech (de Boer & Kuhl 2003). In order for ID speech to support phonetic learning, infants have to be interested in listening to it. Studies of typically developing infants, even newborns, suggest a preference for speech, and especially ID speech (Fernald 1984; Fernald & Kuhl 1987; Vouloumanos & Werker 2004). And when a social interest in speech is absent, as is the case for children with autism, our tests show that non-speech analogue signals are preferred over ID speech, and that the strength of preference for non-speech predicts severity of autism symptoms as well as the degree to which neural responses to speech are aberrant (Kuhl 2005a). Thus, research on both typical children and those with developmental disabilities suggest that social factors play an important role in the earliest phases of language acquisition.

(ii) Language exposure produces neural commitment that affects future learning
A growing number of studies confirm the effects of language experience on an adult brain (Sanders et al. 2002; Koyama et al. 2003; Perani et al. 2003; Wang et al. 2003; Callan et al. 2004; Golestani & Zatorre 2004; Zhang et al. 2005). Neuroimage techniques have also increasingly been applied to infants and young children (Dehaene-Lambertz & Gliga 2004; Mills et al. 2004, 2005a,b; Friederici 2005; Rivera-Gaxiola et al. 2005a,b; 2007; Silva-Pereyra et al. 2005, 2007; Conboy & Mills 2006; Imada et al. 2006).

To explain the effects of language experience on the brain, we proposed the concept of native language neural commitment (NLNC), arguing that the brain’s early coding of language affects our subsequent abilities to learn the phonetic scheme of a new language (Kuhl 2000a,b, 2004). NLNC describes a process in which initial language exposure causes physical changes in neural tissue and circuitry that reflect the statistical and perceptual properties of language input. Neural networks become committed to patterns of native language speech producing bi-directional effects. They reinforce the detection of higher-order patterns in language (morphemes, words) that capitalize on learned phonetic patterns, while at the same time reducing sensitivity to alternative phonetic schemes (Kuhl 2004). In development, the increase in native language phonetic perception thus reflects neural commitment. In contrast, infants’ non-native phonetic abilities reflect a more immature state of uncommitted circuitry. Progress towards language thus requires committing neural circuitry to the patterns of native language speech (Kuhl 2004). NLNC thus predicts that native as opposed to non-native speech perception, measured at the cusp of phonetic learning, should produce differential patterns of association with later language abilities, a pattern we have now confirmed experimentally (see below).

In adults, a number of studies support the idea that linguistic experience ‘interferes’ with phonetic learning of a new language in adulthood (Flege 1995; McCandliss et al. 2002; Iverson et al. 2003; Zhang et al. 2005, submitted). Adult studies of /r–l/ stimuli varying in F2 and F3 using speakers of English, Japanese and German show that speakers attend to different dimensions of the same stimulus (Iverson et al. 2003). Japanese adults, for example, are sensitive to an acoustic cue (second formant) that is irrelevant to the categorization of English /r–l/, and this interferes with correct categorization. We argue that early exposure to language shapes these attentional networks, and that in adulthood, they make second language learning difficult. Early in infancy, neural commitment is a ‘soft’ constraint; infants’ networks are not fully developed and therefore interference is weak and infants can acquire more than one language.

Studies using magnetoencephalography (MEG) can examine both the spatial location and time course of the brain’s response to native versus non-native patterns. When processing non-native speech sounds, the adult brain is activated over a significantly longer duration and a significantly larger area than when processing native language sounds, showing that the processing of non-native sounds is neurally time consuming and requires additional brain resources (Zhang et al. 2005). MEG studies also indicate that training adults on second language contrasts can be successful and is enhanced by the exaggeration of phonetic cues in a manner similar to motherese (Pisoni & Lively 1995; Iverson et al. 2005; Vallabha & McClelland 2007; Zhang et al. submitted).

Computational neural modelling of second language phonetic learning supports the approach described by NLM-e. Models by McClelland and colleagues (McCandliss et al. 2002; Vallabha & McClelland 2007) and Guenther and colleagues (Guenther et al. 2004) describe phonetic learning as Hebbian unsupervised learning, shaping ‘attractor’ networks that function similarly to the perceptual magnet effect of
NLM-e. In the visual domain, a related formulation produces attractors that subsequently increase the perceived similarity of neighbouring stimuli (Rosenthal et al. 2001).

(iii) Social interaction influences early language learning at the phonetic level

Current studies show that young infants have computational skills that assist language acquisition; simple laboratory experiments indicate that statistical learning can occur with just 2 min exposure to novel speech material (Saffran et al. 1996; Maye et al. 2002). Nevertheless, social influences on computational learning were recently shown in a study investigating whether infants are capable of phonetic learning at nine months of age at natural first-time exposure to a foreign language.

Mandarin Chinese, a language with prosodic and phonetic structures very different from those in English, was used in a foreign language intervention experiment (Kuhl et al. 2003). Infants heard four native speakers of Mandarin (both male and female) during twelve 25 min sessions of book reading and play during a four to six week period. A control group of infants also came into the laboratory for the same number and variety of reading and play sessions, but heard only English. On average, infants heard approximately 33 000 Mandarin syllables during the course of the 12 language-exposure sessions, including approximately 1000 instances of each of the two Mandarin syllables (an affricate–fricative contrast not phonemic in English) that were used to test infants after exposure.

The results of both behavioural (Kuhl et al. 2003) and brain (Kuhl et al. in preparation) tests on infants after exposure demonstrated that Mandarin-exposed infants performed significantly better on the Mandarin test syllables than the English control group, indicating that phonetic learning from first-time exposure could occur at nine months of age. Learning was sufficiently durable to allow infants to perform in the behavioural tests 2–12 days (with a median of 6 days) after the final language-exposure session; no differences were seen in infant performance as a function of the delay.

In two additional conditions, Kuhl et al. (2003) examined whether social interaction played a significant role in this complex natural language learning situation. Infants experienced the exact same language material, but from a disembodied source, either a television or an audiotape (Kuhl et al. 2003). The auditory statistical cues available to the infants were identical in the media-delivered and live settings, as was the use of ID motherese (Fernald & Kuhl 1987; Kuhl et al. 1997). If exposure to language automatically prompts statistical learning, the presence of a live human being will not be essential. However, infants’ Mandarin discrimination scores after exposure to televised or audiotaped speakers were no greater than those of the control infants who had not experienced Mandarin at all; both the TV-exposed and the audio-exposed groups differed significantly from the live-exposure group but not from the control group. The data suggest that in natural, complex language learning situations, infants may require a social tutor to learn, i.e. they are not computational automatons.

Similar second language exposure experiments are now underway using Spanish and they are exploring both phonetic and word learning and the extent to which social factors such as visual attention during the exposure sessions predict the degree to which individual infants learn (Conboy & Kuhl 2007). These experiments are suggesting relationships between infants’ cognitive skills and/or their attention to language tutors and the ability to learn from second language exposure.

Many authors have discussed the role of social interaction in language learning (Bruner 1983; Baldwin 1995; Tomasello 2003), but the role of social interaction in phonetic learning has not previously been investigated. Does the finding that social interaction affects language learning in more natural settings invalidate studies showing that phonetic (Maye et al. 2002) and word (Saffran et al. 1996) learning can be demonstrated with very short-term laboratory exposure in the absence of a social context? Clearly, not all learning requires a social context; short-term exposures can result in learning in the absence of social interaction. Recent studies show that attention enhances simple distributional learning in the laboratory (Yoshida et al. 2006). Complex natural language learning may demand social interaction, because social cues from competent tutors can highlight relevant information for the learner. Language evolved in a social setting and the neurobiological mechanisms underlying it probably utilize interactional cues made available only in a social setting.

In other species, such as songbirds, communicative learning is also enhanced by social contact, and contingency plays a role. Visual interaction with a tutor bird is often necessary to learn song in the laboratory (Eales 1989), and, a live foster father of another species who feeds young birds can override an innate preference for conspecific song, even when conspecific adults can be heard nearby (Immelmman 1969). A live tutor allows learning of an alien song when audiotaped presentations of these alien songs are rejected (Baptista & Petrinovich 1986). Social interaction thus enhances learning in birds. It influences interpersonal cognition and ‘theory of mind’ in humans (Meltzoff 2005). Social interaction may affect language learners in similar ways.

(iv) The perception–production link is forged developmentally

NLM-e predicts strong linkages between the perceptual representations formed through experience with language and vocal imitation. In this respect, it is similar to earlier theoretical positions arguing for close interaction between speech perception and production, such as the motor theory (Liberman et al. 1967) and direct realism (Fowler 1986). However, a distinction can be drawn between NLM-e and motor theories, and also between NLM-e and the hypothesized ‘mirror neurone’ system, a neural system that reacts to actions produced by others as identical to the same actions produced by oneself (Rizzolatti et al. 1996, 2001; Gallesse 2003; Meltzoff & Decety 2003).

The difference is development. We view the connection as developmental in nature, i.e. infants forge a link...
between speech perception and production based on perceptual experience and a learned mapping between perception and production (Kuhl & Meltzoff 1982, 1996). On this formulation, sensory learning occurs first, based on experience with language, and this guides the development of motor patterns. Infants’ vocal play allows them to relate the auditory results of their own vocalizations to the articulatory movements that caused them, and this creates a learned mapping between the two. Infants strive to imitate the sounds they hear and are guided by the degree of ‘match’ between the sounds they produce and those stored in memory.

This formulation is similar to models developed for songbirds. Experience with conspecific song is argued to produce an auditory template that subsequently guides vocal production (Phan et al. 2006). As in the human imitation of action in infants and adults (Meltzoff & Moore 1997; Jackson et al. 2006), and similar to the bird model, we posit that infants store sensory information during the early months of life, when speech production remains primitive and highly variable. Eventually, the perceptual patterns stored in memory serve as guides for production, and this subsequently results in language-specific perception-production mapping.

Data supporting a developmental account stem from behavioural as well as brain studies on infants. Laboratory studies examining infants’ capacity for vocal imitation show that listening to simple vowels in the laboratory alters infants’ vocalizations, and that this ability emerges at approximately 20 weeks of age but is not present at 12 or 16 weeks of age (Kuhl & Meltzoff 1996). In general, language-specific patterns emerge in speech perception prior to speech production. Infants’ vowels produced spontaneously in natural settings do not become language-specific until 10–12 months of age (de Boysson-Bardies 1993), although their perceptual systems show specificity earlier (Kuhl et al. 1992; Polka & Werker 1994). The difficult-to-produce /i/ and /l/ sounds will not appear in spontaneous productions until the age of 3 or 4 years (Ferguson et al. 1992), but infants in America and Japan show language-specific patterns of perception by 10 months of age (Kuhl et al. 2006).

Finally, a new brain study using MEG with newborns, 6- and 12-month-old infants indicates that when listening to syllables, auditory perceptual brain areas (superior temporal) are activated to an equal degree in the three age groups (Imada et al. 2006). However, the pure perception of speech syllables does not activate brain areas responsible for production (the inferior frontal, i.e. Broca’s area) in newborns, but does so increasingly in 6- and 12-month-old infants; brain activation of the auditory and motor areas becomes temporally synchronized (see also Dehaene-Lambertz et al. 2006). This finding is consistent with the idea that the connection between auditory and motor-speech areas of the human brain requires experience with speech production to bind the two (Imada et al. 2006).

(v) Early speech perception predicts language growth
NLM-e predicts an association between infants’ early perception of native language phonetic units and later language development, an association that differs for native and non-native perception. Retrospective studies suggested a connection between early speech perception and later language (Molfese & Molfese 1997; Molfese 2000; Newman et al. 2006), but prospective studies measuring some aspect of early speech processing in typically developing infants and its relationship to language have appeared only recently (e.g. Fernald et al. 2006).

We conducted the first prospective studies investigating the relationship between early phonetic perception and later language. Tsao et al. (2004) tested 6-month-old infants’ performance on a behavioural measure of speech perception using a simple vowel contrast (the vowels in ‘tea’ and ‘two’) and showed that infants’ performance measures on the task at six months of age were significantly correlated with their language abilities measured at 13, 16 and 24 months of age. The findings demonstrated that a standard measure of native language speech perception at six months of age prospectively predicted language outcomes in typically developing infants over the next 18 months. As discussed by the authors, Tsao et al.’s results could be explained by infants’ basic auditory or cognitive abilities. Infants with better auditory skills might perform better in tests of phonetic perception as well as in later language; the same could be argued for infants’ cognitive skills—clever infants might respond more readily in the head-turn task and also acquire language more quickly.

To examine this question, Kuhl et al. (2005b) tested a more detailed hypothesis that both native and non-native speech perception skills would predict later language, but differentially. Differential effects for native and non-native contrasts would rule out simple auditory or cognitive explanations. The authors used head-turn conditioning to test 7-month-old infants using a Mandarin affricate–fricative (/h–tu/) contrast and the /p–t/ native place contrast. The findings supported the hypothesis. Both native and non-native performances at seven months of age predicted future language abilities, but in opposite directions. Better native phonetic perception at seven months of age predicted accelerated language development at between 14 and 30 months of age, whereas better non-native performance at the same age predicted slower language development at the same future points in time (Kuhl et al. 2005b). The results supported the view that the ability to discriminate non-native phonetic contrasts reflects the degree to which the brain remains in the initial, more immature, state—‘open’ and uncommitted to native language speech patterns. A language-specific pattern of listening accelerates language growth. The generality of this finding was tested in a new experiment, described in §4a(vi).

(vi) A new experiment: ERPs to native and non-native contrasts as early predictors of later language
In this study, infants were tested with one native and two non-native consonant contrasts to examine the generality of the finding that native and non-native phonetic contrasts predict later language, but in opposing directions. ERPs were used in this experiment, which have been shown to provide discriminative responses to phonetic changes in the form of the mismatch negativity (MMN) in adults (Näätänen et al. 1997) and an MMN-like response in infants.
(Cheour et al. 1998; Pang et al. 1998; Rivera-Gaxiola et al. 2005b, 2007). Electrophysiological measures reduce the potential for cognitive factors, such as attention, to affect discrimination.

Methods
ERPs were recorded in 30 monolingual full-term infants (14 female) at 7.5 months of age (M = 7.58 months, range = 6.84–8.15 months) in response to the native and non-native phonetic contrasts, tested in counterbalanced order. The native contrast (/ta–pa/) varied only in the critical acoustic features (initial formant transitions) that distinguish them for English listeners (Kuhl et al. 2005b). A Mandarin Chinese affricate–fricative contrast (/ci–tɕi/) distinguished by amplitude rise time during the period of frication that has been previously used (Kuhl et al. 2003) served as one of the non-native contrasts. A Spanish voicing contrast that is not phonemic in English served as the other non-native contrast. The Spanish stimuli were synthesized versions of the prevoiced and voiceless unaspirated stops /ta–da/. The syllables differed only in their voice onset time (VOT), the primary acoustic cue for the voicing distinction. Total syllable durations were matched for each contrast, as were the fundamental frequency characteristics and overall amplitudes. Infants ERPs were recorded while infants listened passively to stimuli presented by loudspeakers placed at 45° angles approximately 1 m in front of them; infants sat on a parent’s lap while an experimenter entertained them with quiet toys. An oddball paradigm was used with 85% standards and 15% deviants. For the native English contrast, /ta/ served as the standard; for the non-native Mandarin contrast, /ci/ served as the standard; for the non-native Spanish contrast, /ta/ served as the standard. In all cases, the interstimulus interval was 700 ms and stimuli were played at 67 DBA.

EEG was collected continuously with a sampling rate of 250 Hz and was bandpass filtered from 0.1 to 60 Hz. EEGs were collected at 16 electrode sites using Electro-caps with standard international 10/20 placements. An additional electrode was placed below the left eye to record eye movements. All sites were referenced to the left mastoid. Data were processed off-line, using epochs of 50 ms pre-stimulus and 800 ms post-stimulus onset. Standards immediately following deviants were excluded from analysis. Trials were hand edited to ensure artefact-free data. Finally, data were filtered using a low-pass filter with a cut-off set at 25 Hz.

Language abilities were assessed at 14, 18, 24 and 30 months of age using the MacArthur–Bates communicative development inventories (CDI), a reliable and valid parent survey for assessing language and communication development from 8 to 30 months of age (Fenson et al. 1993). The infant form (CDI: words and gestures) assesses vocabulary comprehension, vocabulary production and gesture production in children ranging from 8 to 16 months of age. The vocabulary production section (checklist of 396 words) was used in this study. The toddler form (CDI: words and sentences) is designed to measure language production in children ranging from 16 to 30 months of age. It assesses vocabulary production using a 680-word checklist and assesses morphological and syntactic development. Three sections were used in this study: vocabulary production, sentence complexity, and mean length of the longest three utterances (M3L). Parents were asked to complete the CDI on the day their child reached the target age and received $10 for returning the form.

Results
Data collected from eight lateral electrode sites (F7/8, F3/4, T3/4, C3/4) were used in the analysis. Participants heard approximately 500 syllables (s.d. = 39) and 60 deviant trials (s.d. = 14) for each contrast. Mean amplitude of the deviant minus standard difference wave (infant MMN) between 300 and 500 ms after the onset of the deviant was measured. Usable ERP data were obtained from 24 of the 30 participants for the native contrast and 22 of the 30 participants for the non-native contrast (15 to Mandarin and 7 to Spanish). Out of the 30 participants, 21 had acceptable ERP data for both the native and non-native contrasts (15 with the Mandarin non-native contrast and 6 with the Spanish non-native contrast). Data analysis proceeded in three steps. First, average waveforms for the standards and deviants obtained for the native and non-native contrasts at the eight electrode sites were analysed for each child, and the mean amplitude of the mismatch negativity (MMN; Näätänen et al. 1997) was calculated for each site. The MMN is a difference wave, calculated by subtracting the average waveforms in response to the standard and deviant stimuli. Adults respond to a deviant stimulus with a negative wave that is observed at approximately 250 ms. The infant response is slightly later at approximately 300–500 ms (Cheour et al. 1998; Rivera-Gaxiola et al. 2005b). Better discrimination is indicated by larger amplitudes of the negativity, which can be measured either as a peak value or a mean amplitude value (Kraus et al. 1996). Separate repeated measures ANOVAs, conducted for each contrast (native, Spanish and Mandarin), indicated no interactions of stimulus (standard versus deviant) by hemisphere (left versus right) by site (N = 4 sites) for the native (F(3,69) = 0.264, p = 0.851, n = 24); the Mandarin (F(3,42) = 0.505, p = 0.649, n = 15); or the Spanish contrast (F(3,18) = 1.309, p = 0.305, n = 7). Based on the broad distributions of the MMNs, a single MMN mean amplitude difference value (deviant–standard at 300–500 ms) was calculated for the native and non-native languages for each infant by averaging values across hemisphere and electrode site.

We observed a significant negative correlation between an infant’s ERPs to the native and the non-native contrasts; this was the case whether the Mandarin non-native (r = −0.584, p = 0.011, n = 15) or the Spanish non-native (r = −0.741, p = 0.046, n = 6) contrast was tested (combined r = −0.631, p = 0.001, n = 21). Infants showing more negative MMN effects (indicating greater discrimination at the neural level) for the native /p–t/ contrast showed less negative effects (i.e. lower discrimination) for the non-native contrast (either Mandarin or Spanish), and those with better non-native abilities showed comparably poorer native abilities. This relationship replicates and extends to the Spanish non-native contrast the
findings of our previous behavioural study (Kuhl et al. 2005b).

Infants’ MMN values for the native and non-native contrasts were related to their CDI measures of language ability at 14, 18, 24 and 30 months of age. As predicted, both native and non-native neural measures predicted future language, but in opposing directions. The native language MMN at 7.5 months of age predicted the number of words produced at 18 months of age ($r = -0.611, p = 0.020$) and the number of words produced at 24 months of age ($r = -0.643, p = 0.001$) with greater negativity of the MMN associated with a larger number of words produced (figure 3a). More negative MMNs to native language sound contrasts also predicted higher sentence complexity at 24 months of age ($r = 0.439, p = 0.030$) and a longer M3L at 24 ($r = -0.632, p = 0.001$) and 30 months of age ($r = -0.487, p = 0.017$).

A very different pattern of prediction was observed when infants’ MMN measures of non-native perception were used to predict future language skills (figure 3b). More negative MMNs to non-native phonetic contrasts at 7.5 months of age predicted fewer words produced at 24 months of age ($r = 0.388, p = 0.041$), lower sentence complexity at 24 months of age ($r = 0.439, p = 0.030$) and a shorter M3L at 30 months of age ($r = 0.481, p = 0.025$). This pattern of correlations replicates the findings of our previous behavioural study (Kuhl et al. 2005b).

The rate of language growth over time can be assessed using the number of words produced at each of the four ages studied. Acceleration in expressive vocabulary growth during the second year characterizes learning in many of the world’s languages (Huttenlocher et al. 1991; Fenson et al. 1994; Bornstein & Cote 2005). To examine whether brain responses to speech sounds at 7.5 months of age predicted rates of expressive vocabulary development from 14 to 30 months of age, we used the hierarchical linear models programme (Raudenbush et al. 2005). In multi-level modelling, repeated measurements of vocabulary size are used to estimate growth functions for each child, and the resultant growth parameters for each individual are modelled as random with variance predicted by a between-subjects variable. Inspection of individual children’s data indicated that variation across children was observed from 14 to 30 months of age. Of the 23 children for whom at least three data points of language ability were obtained, 21 children showed an increase in performance over time (figure 4a).
points were available, approximately half \((n=12)\) showed rapid initial growth, reaching close to 400 words or more by 24 months of age (range, 393–597). From 24 to 30 months of age, the slopes were flatter in these children, which may be at least partially an artefact of the vocabulary measure (their 30-month vocabulary sizes ranged from 555 to 673 and the CDI ceiling was 680 words). The remaining children evidenced lesser gains in vocabulary size up to 24 months of age, although their scores were still within the normal range at 24 (97–343 words) and 30 months of age (207–678 words).

Separate analyses were conducted for the children for whom we had obtained artefact-free native- and non-native-contrast ERP data at 7.5 months of age \((n=24\) and 22, respectively, with 21 children participating in both analyses). At the first level of each analysis, we estimated individual growth curves for each child using a quadratic equation with the intercept centred at 18 months (due to the small sample sizes, we used restricted maximum likelihood). Several reports on expressive vocabulary development in this age range have indicated that quadratic models capture typical growth patterns, both a steady increase and acceleration (Huttenlocher et al. 1991; Ganger & Brent 2004; Fernald et al. 2006). Centring at 18 months allowed us to evaluate individual differences in vocabulary size at an age that has previously been associated with rapid growth (‘vocabulary spurt’) as well as differences in rates of growth across the whole period.

For each sample of children, unconditional models indicated individual variation in the random effects for the intercept (18-month vocabulary size), linear slope and quadratic component. Covariance estimates indicated high degrees of collinearity between the linear and quadratic components for each sample. For both the native and non-native MMN samples, the intercepts and linear slopes were highly positively correlated at 0.99, indicating that children with higher 18-month vocabulary sizes tended to have faster growth throughout the 14–30 months period. For both samples, the intercepts and quadratic components were highly negatively correlated (native \(r=-0.95\); non-native \(r=-0.99\)) and the slopes and quadratic components were highly negatively correlated (native \(r=-0.89\); non-native \(r=-0.97\), which likely reflects the fact that children whose vocabulary sizes reached higher levels by 18 months and had overall faster growth had a levelling-off function towards 30 months of age as they approached the CDI ceiling.

At the second level of analysis, child-level variations in the intercepts (i.e. 18-month vocabulary sizes) and in the slopes of the growth functions were modelled as a function of each of the 7.5-month MMN values. The quadratic growth curve model indicated that the average native contrast MMN was significantly related to the intercept (18-month vocabulary size; \(t(22)=-4.15, p<0.001\)) the linear slope component (\(t(22)=-4.07, p<0.001\)) and the quadratic component of the growth function (\(t(22)=3.32, p=0.003\)). To illustrate this relationship, figure 4a shows the growth patterns for children whose 7.5-month native MMNs were below and above the median. The children with 7.5-month MMN values that were more negative (indicating better discrimination) showed significantly faster initial vocabulary growth with a later levelling-off function (possibly due to a CDI ceiling effect). In contrast, children with 7.5-month native MMN values that were less negative (poorer discrimination) showed less rapid growth in the number of words.

The opposite pattern was obtained for the non-native language contrast (figure 4b). Children with 7.5-month non-native MMNs that were more negative (indicating better discrimination) showed significantly slower growth in the number of words produced, while those with less negative non-native MMN values showed faster vocabulary growth. The quadratic growth curve model showed that the average non-native contrast MMN values were significantly related to the intercept (\(t(20)=2.27, p=0.03\)) and the linear slope component (\(t(20)=2.63, p=0.02\)). There was a trend for the interaction between non-native MMN size and the quadratic component of the growth function (\(t(20)=-1.97, p=0.06\)). Thus, greater discrimination of the non-native contrast at 7.5 months of age was associated with slower vocabulary growth. In contrast, infants with non-native MMN values indicating poorer discrimination showed more rapid growth in vocabulary size.

Discussion
Infants’ performance on both the native and non-native phonetic discrimination tasks, measured using ERPs at 7.5 months of age, significantly predict children’s language abilities 2 years later, but differentially. Better
native phonetic abilities predict faster advancement in language, whereas better non-native phonetic abilities predict slower linguistic advancement. Infants’ early phonetic perception predicts language at many levels, including the number of words produced, the degree of sentence complexity and the mean length of utterance. The present data show that these predictive relations, observed previously in our behavioural tests (Kuhl et al. 2005b), generalize to ERP measures, and importantly, to a new non-native contrast.

Additional studies from our laboratory show a similar pattern of prediction for native and non-native phonetic abilities and later language. Rivera-Gaxiola et al. (2005a) measured ERPs in response to native and non-native English and Spanish contrasts in 11-month-old infants and measured their language skills with the CDI at 18, 22, 25, 27 and 30 months of age. Infants were categorized into two groups depending on the latency and polarity of their non-native contrast responses; infants with prominent negativities between 250 and 600 ms after stimulus onset (good discrimination) at 11 months produced significantly fewer words at each age than infants who showed less negative responses to the non-native contrast.

Using the stimuli of Rivera-Gaxiola and colleagues (Rivera-Gaxiola et al. 2005a,b) and a new double-target behavioural measure to relate concurrent language abilities and speech perception in 11-month-old infants,

Figure 5. NLM-e is shown in four phases (see text for description). The representations of native language input for vowels and consonants are drawn roughly to reflect existing data for Swedish (Fant 1973; Lacerda in preparation), English (Dalston 1975; Flege et al. 1995; Hillenbrand et al. 1995) and Japanese (Iverson et al. 2003; Lotto et al. 2004).
Conboy et al. (2005) showed that the degree to which infants’ d’ scores to native contrasts exceeded their performance on non-native contrasts predicted the number of words they had comprehended at that age.

Finally, a study of Finnish 7- and 11-month-old infants replicated this pattern (Silven et al. 2004). Monolingual infants tested on a native Finnish and a non-native Russian contrast at the two ages, and followed-up with the Finnish version of the CDI at 14 months of age, showed a significant positive correlation between native language scores at seven months of age and future language measures, and a significant negative correlation between non-native perception at 11 months of age and future language measures.

Thus, a number of studies of typically developing 7- and 11-month-old infants, ones using different phonetic contrasts in different countries, show consistent findings. Better native language speech perception skill, measured either behaviourally or neurally, predicts more rapid acquisition of language, whereas better non-native phonetic skill, measured in the same way at the same age, predicts slower language growth. It is important to note that these results are for monolingual infants who have not had any experience with the non-native language being tested. The pattern expected for bilingual infants should differ and is discussed in a later section of this paper (see §5a).

Taken together, the results support the argument that phonetic learning predicts the rate of language acquisition over the first 30 months of life, and that this result does not rely on general auditory or cognitive skills, or even on infants’ abilities to track the kinds of acoustic cues characteristic of all phonemes. Rather, infants’ abilities to learn phonetically from exposure to language predict the rate of language growth over the first 30 months of age.

We do not intend, however, to ascribe no role to basic auditory abilities in language acquisition; in fact, rapid auditory processing abilities early in development are predictive of language disabilities later (Benasich & Leewers 2002; Benasich & Tallal 2002), and the NLM-e model describes a specific role for the ability to resolve differences auditorily.

Similarly, NLM-e describes a specific role for cognitive skills. We know that cognitive abilities are linked to various aspects of communicative development (Tomasello & Farrar 1984; Bates & Snyder 1987; Gopnik & Meltzoff 1987; Thal 1991). Specific cognitive abilities, ones that tap attentional and/or inhibitory control, are related to performance on non-native speech perception tasks at the end of the first year (Diamond et al. 1994; Lalonde & Werker 1995; Conboy et al. submitted), and the NLM-e model depicts this specific relationship. Given the evidence that infants’ capacity to discriminate non-native contrasts declines but remains above chance at the end of the first year (Rivera-Gaxiola et al. 2005b; Kuhl et al. 2006; Tsao et al. 2006), additional explanations are needed to account for how infants refrain from responding to these contrasts; cognitive control may provide an explanation. Bilingual children, whose language environments require them to ‘switch’ between languages, develop certain attentional control processes to a greater extent than monolingual children (Bialystok 1999). Early speech perception may be one mechanism through which this ‘bilingual advantage’ emerges (Conboy et al. submitted).

Social factors, such as joint visual attention, also predict aspects of language, such as the number of words produced at 18 months of age (Tomasello & Farrar 1986; Baldwin & Markman 1989; Baldwin 1995; Brooks & Meltzoff 2005). It remains for future research to measure simultaneously these various skills in infants—basic auditory, cognitive and social skills, the ability to detect distributional patterns and phonetic learning—in a longitudinal study that examines the individual and joint effects of these factors on language development and brain development. Multiple factors are expected to play a role in language acquisition (Hollich et al. 2000). NLM-e takes multiple factors into account and makes predictions about the nature of their roles in the early developmental period. Additional data are needed to flesh out the intricate way in which multiple factors affect early language development.

Our claim is that the pattern we have observed between native and non-native speech perceptions—with native and non-native abilities predicting future language in opposite directions—requires a multifactor explanation. We argue that the phonetic learning process relies on the distributional patterns in ambient language and the exaggerated cues provided by ID speech, i.e. infants’ experience with these patterns produces neural commitment. Social factors play a vital role in this learning process in natural settings. Auditory abilities affect this process: if infants cannot resolve the basic differences between phonetic units at the beginning of life, native language phonetic learning will be reduced. Domain-general cognitive control abilities also play a role in infants’ relative attention to native- and non-native language phonetic differences and in their suppression of non-native differences. All factors will be necessary to explain the patterns observed in developmental speech perception. In §4b, we describe the phases of the new model in detail.

(b) Description of NLM-e
NLM-e is schematically described in figure 5.

(i) NLM-e: phase 1
Phase 1 of the model shows that early in life infants discriminate all phonetic units in the world’s languages. Additional factors that explain the degree to which performance varies across phonetic contrasts are noted. For example, studies demonstrate that the acoustic salience of a phonetic contrast affects performance; fricatives, for example, have been shown to be more difficult to discriminate due to their low amplitude (Eilers et al. 1977; Kuhl 1980; Nitttrouer 2001). Burnham (1986) argues a theoretical position based on salience. Moreover, studies show that discrimination performance in infants and young children is above chance but far below that shown by adult native listeners (Nitttrouer 2001; Kuhl et al. 2006; Sundara et al. 2006). Infants’ initial performance thus leaves room for substantial improvement, especially for those contrasts that are acoustically fragile. The model stipulates that, in phase 1, infants’ phonetic abilities
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are relatively crude, reflecting general auditory constraints and/or learning in utero (Moon et al. 1993). Testing infants’ discrimination abilities for a greater variety of phonetic contrasts in the newborn period would be informative for theory.

In addition, phase 1 of the model recognizes that directional asymmetries, shown when a change in one direction results in significantly better performance than a change in the other direction, are observed. Directional effects across age and culture have been shown for vowels (Polka & Bohn 1996, 2003) as well as consonants (Kuhl et al. 2006), indicating that when these effects are observed, they are seen across cultures and age, at least in infancy. The origins of directional effects remain unclear, Polka & Bohn (2003) discuss the alternatives, and could either reflect general psychoacoustic factors or factors that reflect language-specific constraints (Miller & Eimas 1996).

In sum, the critical feature of the initial state stipulated by the model is that infants begin life with a capacity to discriminate the acoustic cues that code differences among phonetic units. The ability to discriminate the sounds, albeit crudely, assists development in phase 2.

(ii) NLM-e: phase 2

Phase 2 represents the core of the NLM-e model. At this stage in development, infants’ sensitivity to the distributional patterns (Kuhl et al. 1992; Maye et al. 2002) and exaggerated cues of ID speech (Liu et al. 2003) cause phonetic learning. As depicted, learning occurs earlier for vowels than consonants (Werker & Tees 1984a; Kuhl et al. 1992; Polka & Werker 1994; Best & McRoberts 2003). This difference could reflect the availability of exaggerated cues in ID speech (consonants are not as easily exaggerated as vowels, because exaggeration can change the category, e.g. stretching the formant transitions of /b/ produces /w/). Alternatively, there may be differences in the availability and/or prominence of distributional differences for consonants (e.g. consonants like /th/ occur in function words, which are lower in energy and do not capture infant attention, see Sundara et al. 2006).

Understanding how these two aspects of environmental input—exaggerated acoustics and distributional properties—interact to support infants’ perception of categories will be important for future studies. In general, the model holds that the timing of perceptual change for various phonetic contrasts will vary depending on the availability of information about the contrast in language input.

In phase 2, NLM-e shows social interaction as playing a facilitative role in learning. Social interaction enhances phonetic learning as infants become more skilled at social understanding (Bruner 1983; Baldwin 1995; Tomasello 2003). Future studies will be required to determine whether the mechanism by which social interaction affects learning is the increased attention and arousal that occurs during social interaction, or whether the specific information provided during social interaction (such as joint visual attention to an object), or both, are responsible for the facilitative effect social interaction has on language learning. Either a general ‘motivational’ explanation involving attention or arousal or a more specific ‘informational’ explanation could account for the effects of social interaction on learning, and both are likely to play a role (Kuhl et al. 2003). In complex natural communicative settings, social interaction may serve to ‘gate’ computational learning (Kuhl 2007). The greater complexity and naturalness of the language learning setting may make it more probable that social interaction will play a significant role.

Finally, NLM-e indicates a link to speech production that is forged during this period. Infants develop connections between speech production and the auditory signals it causes during development as they practice and play with vocalizations, and imitate those they hear. As speech production improves, imitation of the learned patterns stored in memory leads to language-specific speech production. It has been suggested that speech production itself plays a role by encouraging the use of learned motor patterns (DePaolis 2005), and NLM-e depicts bi-directional effects between perception and production in phase 2 as the connection between them is formed.

By the end of phase 2, infant perception is altered. The detection of native language phonetic cues is enhanced in the process, while detection of non-native-phonetic patterns is reduced. At this stage, infant perception has been warped by experience and begins to reflect attunement between infant perception and the language and culture in which the infants are being raised.

(iii) NLM-e: phase 3

In phase 3, enhanced speech perception abilities improve three independent skills that propel infants towards word acquisition: the detection of phonotactic patterns (Friederici & Wessels 1993; Mattys et al. 1999); the detection of transitional probabilities between segments and syllables (Goodsett et al. 1993; Safran et al. 1996; Newport & Aslin 2004); and the association between sound patterns and objects (Swingley & Aslin 2002; Werker et al. 2002; Ballem & Plunkett 2005). Each of these skills—detection of phonotactic patterns, detection of word-like units and the resolution of phonetic detail in early words—is likely to predict future language, though empirical studies have just begun to test these relationships (Newman et al. 2006). Bidirectional effects are indicated at this stage in that phonetic learning would assist the detection of word patterns, and the learning of phonetically close words would be expected to sharpen the awareness of phonetic distinctions.

(iv) NLM-e: phase 4

By phase 4, analysis of incoming language has produced relatively stable neural representations—new utterances do not cause shifts in the distributional properties coded neurally. In infancy, neural networks are not completely formed and do not restrict learning. Infants are thus capable of learning from multiple languages, as shown in everyday life, and also as shown by experimental interventions (Maye et al. 2002; Kuhl et al. 2003). In adults, representations are stable and are relatively unaffected by short periods of listening to a new language. Thus, exposure to a new language does not automatically create new neural structure.
The principle underlying the model is that the degree of ‘plasticity’ in learning the phonetics of a second language depends on the stability of the underlying perceptual representations, and therefore on the degree of neural commitment.

5. PREDICTIONS OF THE NLM-E MODEL
(a) Predictions regarding the effects of bilingual language experience

What does the NLM-e model predict in the case of infants raised with bilingual exposure? NLM-e describes phonetic development in bilinguals as following the same principles for two languages as it does for one. Bilingual infants learn through the exaggerated acoustic cues provided by ID speech and through the distributional properties of the two languages, as do monolingual infants. It is not yet clear whether bilingual infants form two distinct representations, one for each language, in the early period. Phonetic exaggeration and the distributional properties of the two languages would differ, and these properties could provide infants with a means of separating the two streams of input. If infants do, representations for each language would be expected to follow the path described by NLM-e; in short, monolingual and bilingual infants learn in the same way.

Bilingual language experience could potentially have an impact, according to the model—the development of representations in phase 2 could require a longer period of time than for the monolingual case. Infants learning two first languages simultaneously might reach the developmental change in perception at a later point in development than infants learning either language monolingually (see Bosch & Sebastián-Gallés 2003a,b). Bilingual infants could remain in phase 2 for a longer period of time because it takes longer for sufficient data from both languages to be experienced and to reach sufficient stability; this could depend on factors such as the number of people in the infants’ environment producing the two languages in speech directed towards the child and the amount of input they provide. These factors could change the rate of development in bilingual infants.

Since neural commitment in the early period is incomplete, a second language introduced during infancy does not encounter as much ‘interference’ from commitment to the features of the first language as a second language introduced at a later point in life. The phonetic features of each language could be mapped onto separate perceptual spaces because their acoustic and statistical properties are sufficiently distinct. We do not know how much language input is required from two languages to produce this purported dual mapping in bilingual infants; the foreign language intervention experiment (Kuhl et al. 2003) required only 12 sessions to produce learning, and that learning was shown to be durable, but it would nonetheless be expected to show a ‘forgetting function’ (see below). We have no data to indicate how much exposure is necessary to produce long-term phonetic learning.

As in the case of monolingual exposure, social factors would be expected to play a role in bilingual learning, and could in fact be argued to assist learning. In some cases of simultaneous bilingualism, different people speak the two languages to which the infant is exposed. If the social settings in which exposure to the two languages occurs also differ, greater separation of the two inputs would be achieved. At present, there is no evidence of an advantage for such ‘one person, one language’ approaches to bilingual language socialization over approaches in which infants hear both languages from the same people, or situations in which parents frequently code-switch between languages; this is clearly a matter for future research. Code-switching and mixing are common practices in many bilingual communities, and it has been shown that a strict separation of languages is difficult for many families (Goodz 1989). Even in mixed language situations, ID speech could exaggerate different aspects of the two languages, assisting infants’ mapping of features that are relevant for each of the two languages.

Predicting future language from infants’ early speech perception should also apply to bilingual infants, though to see the pattern of predictive correlations that we observed, a third language, to which the infants have not been exposed, would have to be tested. Phonetic contrasts from both languages to which bilingual infants are exposed should correlate positively with later language; a third language, to which infants are not exposed, would be expected to show the opposite pattern.

There is little data on speech perception in infants exposed to two languages simultaneously early in development. Some studies suggest that infants exposed to two languages show later acquisition of language-specific phonetic skills when compared with monolingual infants (Bosch & Sebastián-Gallés 2003a,b; but see Burns et al. 2007). This is especially the case when infants are tested on contrasts that are phonemic in only one of the two languages; this has been shown both for vowels (Bosch & Sebastián-Gallés 2003a) and consonants (Bosch & Sebastián-Gallés 2003b). A preliminary report of phonetic perception in bilingual English–Spanish learners tested at 6–8 and 10–12 months of age using a brain measure (ERPs) indicated that bilingual infants showed robust MMN-like responses to both English and Spanish contrasts (Rivera-Gaxiola & Romo 2006), which distinguished them from their English monolingual peers tested at the same ages with the same stimuli, who showed much stronger MMN-like responses to the English as opposed to the Spanish voicing contrast (Rivera-Gaxiola et al. 2005b). Additional data will be necessary to understand bilingual phonetic development.

Several studies have noted variations in the voice onset time of stop consonants produced by bilingual adults compared with monolingual speakers of the same languages (Flege 1988; MacLeod & Stoel-Gammon 2005). Thus, a monolingual reference may be inappropriate for bilingualism. Infants raised with two (or more) languages should not necessarily be expected to resemble monolingual learners of each of their languages; they may develop perceptual, cognitive and linguistic systems that are unique responses to the conditions and demands of their bilingual input. Given that bilingual infants are required to alternate attention to different linguistic features in their everyday speech processing, the cognitive component of the model
also predicts that attentional or inhibitory cognitive processes needed for such perceptual switching would be enhanced in bilingual infants (Bialystok 2001; Conboy & Mills 2006).

(b) Predictions on the durability and robustness of learning

The NLM-e model predicts that social interaction produces learning in natural settings which is more robust and durable; in other words, we suggest that learning in social settings is in some sense more potent and enduring. There are two reasons to suggest that social factors affect learning in this way. First, our own data suggest some degree of durability; infants in the Mandarin exposure studies (Kuhl et al. 2003) returned to the laboratory between 2 and 12 days after the final exposure session to complete their behavioural Mandarin discrimination tests. Analysis showed that the delay had no effect on the infants’ performance. Moreover, data on these infants’ ERP responses to the Mandarin contrast, gathered at even greater delays between the last exposure session and the test session (infants returned to the laboratory between 8 and 33 days after the last exposure session, with a median of 15 days) also indicated no effect of the delay (Kuhl et al. in preparation). Infants in the exposure experiment would nonetheless be expected to show a forgetting function eventually because 5 hours of listening experience would not be sufficient to undo the representations built up over the previous nine months of life. The memory of the early one month experience of Mandarin could, however, prompt more rapid learning later in life than would be the case if never exposed to Mandarin. Neural modelers suggest that short-term learning of new phonetic contrasts is initially perceptually separated, and therefore produces learning without undoing the representations formed by long-term listening to one’s primary language (Vallabha & McClelland 2007).

Second, adopting the neurobiological framework, song learning in birds also indicates that social interaction extends the period of learning and produces learning that is more robust and durable. Richer social environments extend the duration of the sensitive period for learning in owls and songbirds (Baptista & Petrinovich 1986; Brainard & Knudsen 1998). Social contexts affect the rate, quality and retention of song elements in songbirds’ repertoires (West & King 1988). The idea that social interaction affects learning in this way can be experimentally assessed by systematically measuring the forgetting function under conditions in which input complexity (conversational language from multiple talkers versus syllable presentations in the laboratory), as well as the social factors that the learning paradigm incorporates, are manipulated.

(c) Predictions regarding the mechanism underlying the critical period

Language and the critical period have long been associated and many language scientists have discussed the issue (Lenneberg 1967; Johnson & Newport 1989; Bialystok & Hakuta 1994; Flege et al. 1999; Weber-Fox & Neville 1999; Yeni-Komshian et al. 2000; Birdsong & Molis 2001; Newport et al. 2001; Werker & Tees 2005). As described in recent publications, our recent studies provide evidence concerning the mechanisms underlying a critical period at the phonetic level for language (Kuhl et al. 2005b). According to the model, phonetic learning causes a decline in neural flexibility, suggesting that experience, not simply time, is a critical factor driving phonetic learning and perception of a second language.

Bruer (in press) recently discussed the need to separate studies that focus on identifying the phenomena and optimum periods of learning in various domains (see also Lorenz 1957; Hess 1973; Bateson & Hinde 1987) from experimental tests that explore the explanatory causal mechanism that underlies a critical period for language. Thus far, our work has focused only on the mechanism question; we have not varied the timing of foreign language experience to identify the periods during which infants are most sensitive to a new language. The mechanism in question requires a different kind of experiment, one that differentiates the role of maturation from that of experience. Both the maturation view (Lenneberg 1967; Johnson & Newport 1989; Bialystok & Hakuta 1994; Flege et al. 1999; Weber-Fox & Neville 1999; Yeni-Komshian et al. 2000; Birdsong & Molis 2001; Newport et al. 2001) and the experience/interference view (Kuhl 1998, 2000a,b, 2004; Iverson et al. 2003; Seidenberg & Zevin in press) are supported by experimental data on first and second language learning. NLM-e highlights the role of neural commitment as a potential mechanistic cause of the critical period phenomenon. The data shown in the present study indicates that at the cusp of learning, phonetic perception of native and non-native contrasts is negatively correlated. This supports the idea that learning itself may play a role in reducing the future capacity to learn new phonetic patterns.

In most species, particular events open and close the critical period during which sensitivity to environmental input is increased. What opens and closes the period of optimal sensitivity to phonetic cues according to NLM-e? A variety of factors suggest that initial phonetic learning could be triggered on a maturational timetable, between 6 and 12 months of age. It is during this period that infants show an increase in native language speech perception (Rivera-Gaxiola et al. 2005b; Kuhl et al. 2006), a decline in non-native perception (Werker & Tees 1984a; Best & McRoberts 2003) and readily learn phonetically when exposed to new phonetic patterns for the first time (Maye et al. 2002; Kuhl et al. 2003). Studies of the maturation of the human auditory cortex show that between the middle of the first year of life and 3 years of age, there is maturation of axons entering the deeper cortical layers from the subcortical white matter; and neurofilament-expressing axons appear for the first time in the temporal lobe, with projections to the deep cortical layers of the brain. These axons would provide the first highly processed auditory input from the brainstem to higher auditory cortical areas (Moore & Guan 2001). The temporal coincidence between this cytoarchitectural change and infants’ phonetic learning provides a
possible maturational cause of the ‘opening’ of a critical period for phonetic learning.

If maturation opens the critical period, what ‘closes’ the period of optimum sensitivity for phonetic learning? According to NLM-e, learning continues until stability is achieved. It has been argued elsewhere (Kuhl 2000a,b, 2004) that the closing of the critical period may be a statistical process whereby the underlying networks continue to change until the amount and variability of acoustic cues for phonetic categories reach stability. Neural networks stay flexible and continue to ‘learn’ until the number and variability of occurrences of a particular phonetic unit produce a distribution that predicts new instances of that unit and do not significantly shift the underlying distribution. Computational neural modelling experiments have produced findings that are consistent with this view (Vallabha & McClelland 2007).

Neural readiness for phonetic learning in humans is, of course, not well understood. Animal data indicate that architectural shifts change the patterns of conductivity among circuits during learning (Knudsen 2004). Regarding language, exposure to spoken (or signed, see Pettito et al. 2004) language during a critical period may be enabled by maturation, which instigates the mapping process described by NLM-e during which the brain’s circuits are altered. NLM-e offers an encompassing view of the multiple factors that play a role in infants’ early phonetic learning and provides a framework that offers specific hypotheses that are amenable to empirical investigation.
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ENDNOTE

1In infants, both positive and negative waves can occur in response to a syllable or tone change (see Pang et al. 1998; Mott et al. 2002; Martin et al. 2003; Riveria-Gaxiola et al. 2005a, 2007) and may indicate different levels of discrimination.
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