Brain connectivity at different time-scales measured with EEG
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We present an overview of different methods for decomposing a multichannel spontaneous electroencephalogram (EEG) into sets of temporal patterns and topographic distributions. All of the methods presented here consider the scalp electric field as the basic analysis entity in space. In time, the resolution of the methods is between milliseconds (time-domain analysis), subseconds (time- and frequency-domain analysis) and seconds (frequency-domain analysis). For any of these methods, we show that large parts of the data can be explained by a small number of topographic distributions. Physically, this implies that the brain regions that generated one of those topographies must have been active with a common phase. If several brain regions are producing EEG signals at the same time and frequency, they have a strong tendency to do this in a synchronized mode. This view is illustrated by several examples (including combined EEG and functional magnetic resonance imaging (fMRI)) and a selective review of the literature. The findings are discussed in terms of short-lasting binding between different brain regions through synchronized oscillations, which could constitute a mechanism to form transient, functional neurocognitive networks.
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1. INTRODUCTION

The number of neurons in the human brain is approximately equal to the number of transistors in a modern personal computer. Compared with the computer that operates in the GHz range, the brain has a much lower firing rate (below ca. 1000 Hz), but a massive advantage in the interconnectivity between its basic units: a single neuron can have up to 1000 connections to other neurons, and in the entire human brain, there are approximately 100 trillions of neuronal connections. While computers are certainly faster and more reliable in straight-forward ‘number crunching’ computational tasks, the brain outperforms computers in reliability and accuracy when dealing with complex tasks such as language understanding, object recognition or planning and strategy development. Thus, it is likely that the brain’s advantage in these tasks must be in the cooperation of the units, rather than the processing speed in the units. Therefore, connectivity in the brain is probably one of the most fundamental and challenging fields of study at this time. Useful theories on ‘how the brain works’ will certainly have to account for how the brain establishes, organizes, maintains and modifies its internal connectivity structure in space and time.

Connectivity can be studied on many spatial and temporal scales. In space, it ranges from the axonal wiring within and between layers of cortical tissue to the connections between remote brain regions based on large fibre bundles. In time, it extends from the instantaneous functional connectivity established through active synapses of simple neural feedback loops that result in a millisecond by millisecond spiking pattern, to the genetically outlined macroscopic structure of white matter connections throughout the brain that are modified on a time-scale of generations. The accessibility of measurements of connectivity on these different scales is driven by the available measurements (electrophysiological, metabolic or structural imaging) and analysis methods. Today, these methods still do not provide enough information to reconstruct the whole connectivity matrix of the brain with sufficient resolution in time and space. However, the current state of research already allows for some conclusions and may be sufficient to speculate about specific features of brain connectivity (Friston et al. 2003).

The present paper will focus on the implications on brain connectivity that can be drawn from observations made in multichannel electroencephalograms (EEG) of healthy subjects. In space, it is on a global level, considering the entire brain as a single research object. In time, it covers a time range from a few milliseconds to a few seconds. We will introduce the basic constituting elements of the EEG in space and time and illustrate various methods for mapping such elements to EEG data. Some of the basic empirical findings obtained with these methods are presented as well as results obtained in combination with other methods (functional magnetic resonance imaging; fMRI). The aim is to demonstrate a consistent relationship of these findings to brain connectivity. This review does not claim to be
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a complete coverage of connectivity in the field of EEG research. It also does not attempt to vigorously exclude other possible hypotheses, but it emphasizes and illustrates the current view of the authors. The methods presented here are driven by observations in real EEG data and, therefore, the conclusions that we draw in terms of connectivity are data, rather than theory, driven. Furthermore, they are compatible with physically and physiologically plausible models of the generation of the EEG.

2. BASIC ELEMENTS OF THE EEG

In the following section, we introduce and discuss the basic ‘atomic’ spatial and temporal elements that we will use as a basis for the assessment and interpretation of functional connectivity in EEG.

In space, the atomic elements of the EEG are well defined; they are the scalp electric fields produced by the activity of an atomic electric element in the brain, which is a single current dipole. The physical theory that relates a single current dipole localized in the brain to the scalp electric field is well known and essentially determined by the volume conduction properties of the tissues in the head (brain, skull and scalp) and its geometry. The electric leadfield, the physical term that relates the intracerebral activity to scalp electric fields, has been shown to act as a spatial smoothing operator function. This implies that even single, point-like bipolar sources (i.e. a single dipole) in the brain produce bipolar fields that generally extend over the entire scalp surface. Furthermore, since volume conduction is instantaneous, the signal from any single source will affect all electrodes simultaneously, thus, a single source cannot account for time delays between electrodes. When several dipoles are active at the same time (i.e. several ‘atoms’ form a ‘molecule’), the measured scalp electric field is the sum of the independent scalp fields produced by those dipoles (see equation (2.1)). Therefore, at every single electrode, we may observe a mixture of activity resulting from several different sources. Furthermore it is also possible that the scalp electric fields of several active dipoles cancel each other out, such that the activity of these sources remains invisible for the EEG.

\[ v = K_j + \epsilon, \]

(2.1)

where \( v \) is the vector of scalp electric potentials, \( K \) is the leadfield matrix, \( j \) is the intracerebral current source density distribution and \( \epsilon \) is a noise term.

For the characterization of atomic elements in time and frequency, some models concerning the physiological mechanisms of the generation of EEG oscillations exist (Lopes da Silva 1991), but the knowledge is still sparse and cannot provide a basis for sufficiently well-determined models. Therefore, the current practice is to employ user-defined elements that are assumed to suit the specific research hypotheses and objectives. The most important time elements used for EEG analysis are briefly introduced below.

In quantitative EEG, the most widely used atomic elements in time are continuous sine and cosine functions (i.e. obtained by the Fast Fourier Transformation; FFT). This has provided many important, well-established and clinically relevant findings (John et al. 1977, 1994; Dumermuth & Molinari 1987) and helped to attribute specific brain functions to specific, narrowly defined EEG frequency bands (Fernandez et al. 2000). Sine and cosine functions are especially useful for investigating brain states that are assumed to have little and very slow fluctuations (e.g. sleep stages (Achermann & Borbely 2003), drug induced states (Saletu et al. 1987; Itil & Itil 1995), maturation (John et al. 1980), and neuropathology (Prichep et al. 1994).

However, many fluctuations of brain state occur at a subsecond time-scale. These events are ill-represented or cancel out when using the FFT. Time-domain analysis uses instantaneous (spike-like) delta-functions as atomic time events. In order to allow comparisons between conditions or subjects using delta-functions, one needs a common reference (zero) point in time. Therefore, time-domain EEG analysis has mainly been applied to event-related data, since events provide external, directly accessible reference points in time that allow to assess stimulus or response-locked brain activity. In spontaneous EEG, there are no external time reference points, therefore, pattern recognition approaches have been applied; these approaches will be discussed in §4 below.

While time-domain analysis provides a high time resolution and the FFT provides high frequency resolution, neither of the two analyses provides information about time and frequency together. In order to characterize events that occur in a certain time-window and oscillate at a certain frequency, that is, in order to identify transient, frequency-locked oscillatory states, the atomic elements of choice are Gabor-functions. Gabor-functions are Gaussian-modulated sinusoids. They have been used to identify sleep spindles (Zygierewicz et al. 1999), epileptic seizures (Franaszczuk et al. 1998), movement related synchronisation and desynchronisation (Alegre et al. 2003; Durka et al. 2004) and oscillations related to task induced cognitive states (Braeutigam et al. 2001; Gurtubay et al. 2004). Furthermore, we have proposed a multichannel topographic time–frequency analysis based on Gabor-functions that explains the EEG as transient oscillations of a small set of topographies (Koenig et al. 2001b).

How do these atomic elements in time and the atomic elements in space relate? In order to account for a multichannel EEG, the atomic spatial elements (topographies) and the atomic temporal elements (time-courses) must be combined to form spatio-temporal events. The amplitude of each topography is therefore assumed to change in time. This time-varying behaviour of a single topography is represented by one specific atomic temporal element. Given a set of topographies with a corresponding and temporal behaviour, the computation of the resulting scalp EEG measurements is straightforward: the contribution of each topography to the EEG is obtained by modulating (multiplying) that topography with its corresponding time-course. If there are several pairs of topographies with corresponding waveshapes, the resulting EEG is obtained by summing up the contributions of each of these pairs at each moment in time and at each electrode (Koenig et al. 2002a). In general, the EEG must therefore be considered as sum
of the activity of different sources that mix in time and space (see equation (2.2)). An example of the modeling of EEG using two different topographies and their time-courses is shown in figure 1.

\[ Y = DV + E. \tag{2.2} \]

\( Y \), \( m \times r \) matrix of the multichannel EEG signal over time (channels are given columnwise); \( D, m \times n \) matrix of signal time-courses (atomic events are given columnwise); \( V, n \times r \) matrix of scalp electric potentials (topographies are given rowwise); \( E, m \times r \) matrix of the multichannel signal noise (channel noises are given columnwise); \( n \), number of samples in time; \( n \), overall number of atomic temporal elements; \( r \), overall number of electrodes.

The inverse problem, the decomposition of a real EEG into its spatial and temporal components, is not unique; one may construct many sets of topographies and waveshapes that can account for the measured EEG. Therefore, it becomes necessary to impose additional criteria that select a specific solution, for example, orthogonality (John et al. 1993) or independence (Makeig et al. 1997), which optimize statistical properties of the decomposition. We have begun to use another criterion that is initially driven by observations made in real EEG recordings and not by a priori statistical needs which will be covered in more detail in the discussion. The formalism of considering the EEG as a combination of topographies and time-courses will then allow us to derive certain conclusions about connectivity.

3. FFT METHODS

The most frequently used analysis method for the study of connectivity has probably been the computation of coherence between pairs of electrodes. Although there is a considerable body of literature based on that methodology (Rappelsberger & Petsche 1988; Nunez et al. 1997), the underlying assumption that a statistical relation between the signals at two electrodes indicates a functional relation of the brain regions below those electrodes implies a source model that lacks a stringent validation. In order to overcome this problem, the computation of coherence has recently been based upon the intracerebral current source densities obtained with distributed inverse solutions (Lehmann et al. in press). However, computing coherence based on distributed inverse solutions still requires a priori hypotheses about the sites that possibly interact and the distribution of the putative sources.

Another conceptually different approach to connectivity has been based on the observation that frequency transformed multichannel EEG can, in general, be accounted well by models that assume, for each frequency, a single phase across electrodes (Lehmann & Michel 1990). Therefore, for a given frequency, the model (called FFT-Approximation) consists of a single sinusoidal oscillation that is defined by its frequency and phase, and by a single topographic map that weights the oscillation for each electrode. Given the frequency, the phase of the oscillation and its weight at each electrode are optimized to account for a maximal proportion of the EEGs total variance at that frequency:

\[ Y = e^{i T d V + P V + E.} \tag{3.1} \]

If applied to whole-scalp EEG, the unexpected property of this model is how well it works. Assuming randomness, one would expect that such a model would explain somewhat more than 50% of the total variance of the EEG. The typical result of the FFT approximation, however, accounts for around 80% of the variance (Lehmann & Michel 1990). Thus, when an EEG is frequency transformed, the largest part of the variance of the data is compatible with a single phase model. Figure 2 shows the topography of a single phase map compared with a conventional power map.

So, in terms of connectivity, what are the implications of such a model? Physically, there are two possible interpretations:

(i) There is a single source in the brain that accounts for the entire proportion of EEG that has
a common phase. Physiologically, the assumption of a single source may apply to pathological cases such as epilepsy or tumours, but is unlikely to be the case in functional physiological brain states.

(ii) There are several sources active that operate in a phase-locked, zero-delay mode, such that they appear as a single meta-generator that hence produces a single electric field. The assumption that there are several EEG generators that operate with independent phases would predict large phase differences across electrodes and would therefore not be able to account for the typically observed predominance of a single phase across electrodes.

The conclusion we draw from this observation is that, in the proportion of brain activity visible in the EEG, the brain electric oscillations at a given frequency synchronize across a major proportion of the active sources. Synchronization of brain activity has long been observed on a millimetre spatial scale (e.g. Eckhorn et al. 1988; Gray & Singer 1989; Singer & Gray 1995) and a possible mechanism to explain how the brain detects unique combinations of all possible stimulus features has been suggested (the binding problem, Singer & Gray 1995; Livingstone 1996). The synchrony observed in whole-scalp, multichannel EEG thus suggests that similar mechanisms may occur at a global level, and that different brain regions connect through synchronous, rhythmic discharges to form transient, functional, neurocognitive networks (Mesulam 1990).

The amount of common phases in EEG oscillations can be quantified for the different frequencies using a measure called global field synchronization (GFS; Koenig et al. 2001a, 2005). In line with the hypothesis that GFS relates to the existence of synchronously oscillating neurocognitive networks, GFS has been shown to decrease in correlation with increasing cognitive impairment in patients with Alzheimer’s disease (Koenig et al. 2005) and schizophrenia (Koenig et al. 2001a).

4. TIME-DOMAIN METHODS

The large and important frontal areas of the human brain are not associated with the representation of specific sensory inputs or motor outputs. These regions form circuits with other brain regions that do contain specific internal representations of perceptions (association cortex) and actions (premotor regions). Those circuits allow the human brain to make complex reflections and abstractions of the outer world without the corresponding external input. This ongoing, self-driven brain information processing is likely to occur at the same time-scale as the processing of external stimuli (i.e. on a subsecond time-scale). It is likely to be informative about key issues such as cognitive development and mental disorders. For the understanding of spontaneous brain activity and the underlying mental processes, it is thus necessary to obtain measurements and apply methods that provide a similar subsecond time resolution. This time resolution is initially available in EEG, but the traditional FFT-based EEG analysis strategies are ‘timeless’ and have offered little to exploit this.

In order to overcome this shortcoming, it is thus necessary to identify spontaneously occurring changes of short-lasting brain states in the EEG. The rationale upon which this can be achieved is a simple one. Since changes of the configuration of the EEG scalp field must be caused by changes of the active intracerebral sources, changes of the field assumingly also indicate changes of the functional state. By using a time-varying, global index of momentary field configuration change, one can thus attempt to assess changes of functional brain state. It has been observed that the measured field configurations remain stable for time periods of on average, approximately 100 ms, before they rapidly change into another, often very different, configuration (Lehmann et al. 1987), which is somewhat counterintuitive to our subjective experience of continuous stream of thought (William James). These periods of stable field configuration have been called microstates and were hypothesized to constitute basic building blocks of human information processing, or ‘atoms of thought’ (Lehmann 1990). EEG microstate topography has been shown to vary with different cognitive modes (Lehmann et al. 1998; Muller et al. 2005), maturational states (Koenig et al. 2002b) and abnormal conditions including dementia (Dierks et al. 1997; Strik et al. 1997) or schizophrenia (Koenig et al. 1999; Lehmann et al. 2005).

The interpretation of the observed microstates in terms of connectivity is similar to the one given for the frequency-domain EEG. Since a microstate is defined by a single, stable topography, it may only have been generated either by a single source (which is unlikely for a normally active brain), or by a set of sources that operate synchronously. Any other type of activity would have induced continuous changes in the EEG topography. The observation of microstates thus suggests the existence of subsecond global
functional networks in the brain, established through a synchronized firing of the neural elements constituting the network. Apart from the apparently discontinuous transitions between microstates, the observed microstate configurations seem to concentrate in a limited number of prototypical maps and can be efficiently classified (Wackermann et al. 1993; Pascual-Marqui et al. 1995, see equation (4.1) and figure 3). Cluster analysis of microstate topographies has typically shown that in resting, eyes closed EEG, four clusters of microstate topography are sufficient to explain more than 80% of the total variance over time periods of minutes, and reproduce well, even across large populations (Koenig et al. 2002b). Thus, there seems to be a limited subset of microstate topographies that predominate in normal EEGs. Therefore, the predominance of a few microstate topographies suggests that there are also preferred patterns of neural coactivation (i.e. a non-random covariance matrix of the activity of different brain regions). Since the typical microstate topographies reproduce well across subjects, we assume that they are mediated by a genetically predetermined, long-term structural connectivity of the brain that selectively facilitates the coactivation of specific brain regions.

\[ Y = DV + E, \]  

with the constraint that the signal time-courses have to have pairwise disjoint supports: For all \( k, l = 1, \ldots, n \) we have \( \text{sp}(a_k) \cap \text{sp}(a_l) = \emptyset \), if \( k \neq l \); \( a_{i1}, \ldots, a_{in} \) columns of \( D \); \( \text{sp}(a_k) \), support of the signal time-course \( a_{ik} \) defined as the sample points in time. Where \( a_k \) does not vanish, let \( a_k = (a_{1k}, \ldots, a_{nk}) \), then \( \text{sp}(a_k) = \{ t_i : a_k \neq 0 \} \).

Finally, the observed transition probabilities between the different microstate topographies clearly deviate from what one would expect from a uniformly random process (Wackermann et al 1993; Lehmann et al. 2005, in press). This suggests that there are not only connectivity structures that facilitate the coactivation of brain regions within a microstate, but that there is another sequential connectivity where one type of brain state or mental operation facilitates

---

**Figure 3.** The tracings show a sample 2 s, eyes closed, resting EEG displayed against average reference. In the lower part, the assignment of the same EEG to four microstate class topographies is shown. The black areas indicate the assignment of the momentary EEG topography to the microstate topography shown on the right. The height of the area indicates the amplitude of the momentary EEG field (global field power). Continuous time periods assigned to a single topography can clearly be seen.
the appearance of a later, different brain state with assumingly different functions.

5. TIME–FREQUENCY METHODS

Frequency-domain EEG data is based on stationary sinusoidal functions that provide maximal frequency resolution, but no information about time. Microstate analysis is based on delta functions that provide maximal information in time, but no frequency information. The above sections on frequency- and time-domain EEGs have shown that both frequency and time are important dimensions for the study of brain connectivity, and that it is probably useful to study them simultaneously, while maintaining the topographical aspects.

In order to obtain simultaneous, quantitative information about time, frequency and topography of EEG data, we have developed a time–frequency decomposition procedure that is based on a large set of spatially distributed Gabor-functions, that is, on transient oscillations with a determined frequency and time window (Koenig et al. 2001). To be compatible with physically valid source models, each of the possible Gabor-functions appears simultaneously at all electrodes, with different weighting factors (equation (5.1)). Again, the weighting factors thus constitute a topography, observed during a known time and frequency window.

\[ Y = DCV + E, \]  

(5.1)

where \( D \) is a complete dictionary of Gabor-functions,

\[ D = g((T^\top - U)S^{-1}) \cdot \cos(T_S W + P)K_d, \]

\( g \), time window function; \( V \), \( q \times r \) matrix, that is a generalization of the matrix \( V \) introduced in equation (2.2), where the number of topographies were bound to the number of dictionary words \( n \). Now, an arbitrary number of topographies \( q \) can be selected; \( K_d \), diagonal matrix \( \text{diag}(K_{11}, \ldots, K_{nn}) \), where a diagonal element \( K_k \) normalizes the discrete norm of the \( k \)th signal time-course in the dictionary \( D \); \( T \), \( m \times n \) matrix with columns \( t_{11}, \ldots, t_{rn} \); \( U \), \( m \times n \) matrix of real translations \( u_{11}, \ldots, u_{nm} \) with columns \( u_{11}, \ldots, u_{nm} \); \( S \), diagonal matrix \( \text{diag}(s_{11}, \ldots, s_{nn}) \) of positive scales \( s_{11}, \ldots, s_{nn} \); \( C \), \( n \times q \) matrix of coefficients establishing a relation between \( D \) and \( V \) where in each row of \( C \), all but one value is zero; \( \cdot \cdot \cdot \), pointwise matrix multiplication.

Similar to what has been observed in time-domain microstates, the entire set of topographies that results from applying large sets of Gabor-functions to normal EEG data can be efficiently accounted for by a small set of prototypical topographies. When the time–frequency decomposition of an EEG is mapped onto these prototypical topographies, separate and transient oscillatory events with stable field topography appear (see figure 4).

\[ \text{Figure 4. Time frequency decomposition of the EEG shown in figure 3. The four panels show the time frequency planes (Wigner plots) for the optimal four classes of topography obtained. The vertical axis indicates frequency and the horizontal axis indicates time. The energy at each time frequency point is indicated by the darkness. The corresponding topographies are shown as isocontour potential maps. The decomposition explained 83.7\% of the total variance of the EEG.} \]
Figure 5. Spectral power of three prototype topographies over a 6 min recording with corresponding fMRI-BOLD correlates. In each column of the figure, the upper part shows the spectral power (horizontal axis: time; vertical axis: frequency). On the right of each spectrogram is a plot of the mean intensity over time (i.e. the average spectrum of the signal). The topographies are also shown. The lower parts show the sites where there were changes of fMRI-BOLD activity that correlated significantly and positively with the fluctuations of each topography in the lower alpha band (8.5–10.5 Hz, grey area on spectrogram). (Coordinates in BrainVoyager system coordinates.)

The interpretation of this observation in terms of connectivity is again similar to those for microstates and the frequency-transformed EEG findings. Assuming that the observed activity is unlikely to result from a single source, and knowing that a stable topography cannot account for time-lags in the activity of different sources, we conclude that the transient oscillatory events with a stable topography result from the transient binding of neural generators through synchronous oscillations. In a recent study (Koenig et al. 2004), we have investigated the haemodynamic correlates of such transient and spatially stable oscillations. A spontaneous 96 channel EEG was recorded in an MR scanner during the acquisition of fMRI-BOLD images sensitive to haemodynamic changes. After an extensive artefact removal procedure, the EEG data was parsed into 2 s epochs and the topographic time–frequency decomposition was applied to all of these epochs. Taking the haemodynamic response function of the fMRI into account, the spontaneous occurrence of such transient and spatially stable oscillations with a single topography was used as predictor of the fMRI-BOLD signals using a general linear model. In agreement with the hypothesis that the brain regions that generate these synchronized oscillations represent an extended network, we found activations of several separate brain regions (figure 5). Thus, the most likely explanation for these activations is that the activity of these regions was locked in time and frequency (Koenig et al. 2004).

6. CONCLUSIONS
We have shown several ways to decompose an EEG into single topographic and time–frequency elements. These methods optimize properties of the decomposition that are not driven by statistical criteria, but derived from empirical observations in the EEG data. Across the presented methods, the criteria employed here can be resumed as criteria of sparseness of topographies. In the frequency analysis, a single topography was used to account for the activity at a single frequency. In the microstate analysis, the EEG was accounted for by a small set of topographies that were alternatively present across time. In the time–frequency analysis, there were a small set of topographies that efficiently accounted for the EEG oscillations across time and frequency.

Suggesting sparseness of topographies as a suitable criterion for the decomposition of brain electric scalp data implies that there must be some kind of sparseness in the generating brain activity. Theoretically, this sparseness may be present in space. However, this would suggest that most of the time, only a single, focal region of the cortex is active; an assumption that is not plausible for higher-order cognitive processes in a normally functioning brain (Mesulam 1990). The other possibility where sparseness may occur in the brain is in the time-course of the activity of brain regions, which would indicate that several brain regions display the same activation pattern for a certain time. These common activation patterns may constitute a mechanism to establish a transient connectivity between different brain regions and cognitive domains. If the capacities of each of these different brain regions are sufficient to achieve large parts of the cognitive demands by themselves, the common, synchronized processing of information may constitute a kind of ‘cognitive four-wheel-drive’ that explains the robustness of cognition.

The limitations of the conclusions drawn here are framed by the limitations of EEG data. First, we were arguing on a global level, considering the entire brain as single research object. Scalp EEG has a low spatial
resolution so EEG data is not well suited to extend the study of connectivity to a scale below centimetres. Intracranial recordings provide a better spatial resolution but usually do not cover the entire brain, and are only available in patients with a neurological problem (in humans). fMRI also has a good spatial resolution but neural activity is visible only through a slow haemodynamic response, which introduces blurring in time. Furthermore, coactivation patterns found in fMRI might be confounded by the dynamics and regulation of blood-flow in the brain itself, without relation to neural activity.

Second, there are parts of the brain that do not produce a detectable EEG change when active. These regions may nevertheless play an important role in organizing brain activity. This applies namely to the thalamus, that itself is silent in EEG. The thalamus is tightly connected to the neocortex, where most of the EEG signals are assumed to originate. Thalamocortical networks have been suggested as mechanisms for some of the most prominent EEG oscillations (Lopes da Silva 1991). Combined EEG and fMRI studies have indeed shown that the power of the EEG alpha rhythm correlates with thalamic activation measured using the fMRI (Goldman et al. 2002; Martinez-Montes et al. 2004). This indicates that structures that do not do produce an EEG signal itself are functionally involved in the generation of synchronized EEG oscillations. Using EEG alone, a complete picture of functional brain connectivity is thus unlikely to emerge. Finally, the material presented here is mostly based on EEG data recorded in healthy resting subjects. The question remains whether other mental states, such as different sleep states, arousal, drug-induced states or neuropsychiatric disorders, change the functional connectivity of the brain.
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**Brain connectivity at different time-scales measured with EEG**

T. Koenig, D. Studer, D. Hubl, L. Melie and W. K. Strik

On page 1017, the lower EEG topography and time-course were missing. The corrected figure and its caption appear below:

![Figure 1. Left are two EEG topographies, seen from above, nose up. In the middle a (constructed) time-course over 2 s is shown for the two topographies. The two topographies and time-courses overlap in space and time. On the right side, the resulting EEG is displayed. The resulting EEG is a mixture of both activities.](image)


**DNA barcodes for biosecurity: invasive species identification**

K. F. Armstrong and S. L. Ball

On page 1819, the final sentence of the paragraph ending four lines from the bottom of the right-hand column was incorrect, and should read as follows:

For example, it was possible to place specimens previously identified as ‘*B. dorsalis* complex’ with reasonable bootstrap support and minimal sequence divergence (see figure 2 in the Electronic Appendix) to a likely species, *B. caryae*.